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Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your
local country from the list at http://www.oracle.com/us/support/contact/index.htmi


http://www.oracle.com/us/support/contact/index.html
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1.0 INTRODUCTION

1.1 Purpose and Scope

This document describes how to install the Oracle® Communications Diameter Signal Router Full Address
Resolution product also known as “Eagle XG Subscriber Data Server (SDS)” within a customer network. It
makes use of the Platform 8.5 network installation and is intended to cover the initial network configuration
steps for a SDS/Query Server NE and a SOAM/DP (Blade) NE for production use as part of the DSR 8.5
solution. This document includes switch configuration (Cisco 4948E-F) and validation of the initial SDS
configuration. This document only describes the SDS product installation on the HP DL380 Gen8 and Gen9
deployed using Cisco 4948E-F switches. It does not cover hardware installation, site survey, customer network
configuration, IP assignments, customer router configurations, or the configuration of any device outside of the
SDS cabinet. Users needing familiarity with these areas of interest should refer sources cited in Section 1.2,
References.

1.2 References

External (Customer Facing):
[1] TEKELEC Acronym Guide, MS005077, Latest Revision
[2] DSR C-Class Hardware and Software Installation Part 1
[3] DSR Software Installation & Configuration Procedure 2/2

Internal (ORACLE Communications Personnel Only):
[4] HP Solutions Firmware Upgrade Pack Release Notes, 795-000-4xx, latestversion (2.2.12 or higher)
[5] Tekelec Platform 7.2 Configuration Guide, E64363, Revision 5
[6] Platform Management and Configuration Guide E93270-01, Release 7.6
[7] Network Architecture Planning Document - cgbu_010618, Latest Revision
[8] TPD Initial Product Manufacture Software Installation Procedure Release 7.6, Latest Revision

1.3 Acronyms
Acronym Description
DP Data Processor blade
DR Disaster Recovery
IMI Internal Management Interface
ISL Inter-Switch-Link
NE Network Element
NOAM Network Operations, Administration & Maintenance
iLO HP Integrated Lights-Out
IPM Initial Product Manufacture
SDS Subscriber Data Server
SOAM Systems Operations, Administration & Maintenance
TPD Tekelec Platform Distribution (Linux OS)
VIP Virtual IP
XMI External Management Interface
XML Extensible Markup Language

Table 1 - Acronyms
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1.4 Assumptions

This procedure assumes the following;

e The user has reviewed the latest Network Architecture Planning Document (NAPD) [7]and has
received assigned values for all requested information related to SDS, Query Server, SOAM and DP
installation.

e The user has taken assigned values from the latest Customer specific DSR Network Planning
document [7] and used them to compile XML files (See Appendix E) for each SDS and SOAM site’s
NE prior to attempting to execute this procedure.

e The user conceptually understands DSR topology and SDS network configuration as described in
the latest Customer specific DSR Network Planning document [7].

e The user has at least an intermediate skill set with command prompt activities on an Open Systems
computing environment such as Linux or TPD.

o All SDS servers were IPM’ed with TPD Platform 7.6 of correct version as described in [8].

1.5 XML Files

The XML files compiled for installation of the each of the SDS NOAM and SOAM site Network Elements
must be maintained and accessible for use in Disaster Recovery procedures.

If engaged by the customer, the ORACLE Consulting Services Engineer will provide a copy of the XML files
used for installation to the designated Customer Operations POC.

The customer is ultimately responsible for maintaining and providing the XML files to Oracle’s Customer
Service if needed for use in Disaster Recovery operations.

1.6 How to use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is to be
used as a reference for Disaster Recovery procedures.

When executing this document for either purpose, there are a few points which help to ensure that the user
understands the author’s intent. These points are as follows;

1) Before beginning a procedure, completely read the instructional text (it will appear immediately after
the Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

2) Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural STEP fails to execute successfully, STOP and contact Oracle’s Customer Service for
assistance before attempting to continue. See Appendix K - Accessing My Oracle Support (MOS), for
information on contacting Oracle Customer Support.
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2.0 PRE-INSTALLATION SETUP

2.1 Installation Prerequisites

The following items/settings are required in order to perform installation for HP DL380 based SDS HW:

e Alaptop or desktop computer equipped as follows;
o 10/100 Base-TX Ethernet Interface.
o Administrative privileges for the OS.
o An approved web browser (currently Internet Explorer 10.x or 11.x)
e An IEEE compliant 10/100 Base-TX Ethernet Cable, RJ-45, Straight-Through.
e USB flash drive with at least 1GB of available space.
e TPD “root” user password.
e TPD “admusr” user password.

NOTE: When using the iLO for SSH connectivity, supported terminal Emulations are VT100 or higher
(i.e. VT-102, VT-220, VT-320).

2.2 Physical Connections

A connection to the VGA/Keyboard ports on the HP DL Server rear panel or a connection to the iLO is
required to initiate and monitor the progress of SDS installation procedures.
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Figure 1 -

HP DL380 Gen8, DC (Rear Panel)
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Figure 2 -

2.3

HP DL380 (Gen9), DC (Rear Panel)

Access Alternatives for Application Install

This procedure may also be executed using one of the access methods described below:
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One of the Access Methods shown to |:|

the right may be used to initiate and Method 1) VGA Monitor and PS2 Keyboard.

monitor SDS installation. —~ =
fe) epiphan ,
|:| Method 2) Laptop + svarems e | KVM2USB switch.
http://www.epiphan.com/products/frame-
NOTE: Methods 3 & 4 may only be grabbers/kvm2usb/
used on a DL380 with an iLO that has . . . . .
been previously configured with a Method 3) iLO VGA Redirection Window, IE8 (or IE9 with
statically assigned IP address. It is |:| Document Mode “IE8 Standards”), Ethernet cable.
not intended for use with a new, out- (See 0)
of-the-box server. ) . .
Method 4) iLO access via SSH, terminal program,
I:I Ethernet cable.

2.4 Activity Logging

All activity while connected to the system should be logged using a convention which notates the Customer
Name, Site/Node location, Server Hostname and the Date. All logs should be provided to ORACLE
Communications for archiving post installation.

NOTE: Parts of this procedure will utilize a VGA Monitor (or equivalent) as the active terminal. It is
understood that logging is not possible during these times. The user is only expected to provide logs for
those parts of the procedures where direct terminal capture is possible (i.e. SSH, serial, etc.).

2.5 Firmware and BIOS Settings

Prior to upgrading the Firmware of the DL380 (Gen8 & Gen9) servers the CMOS Clock, BIOS Settings, and
iLO IP Address needed to be configured. These configuration procedures are defined in Appendix J of this
document.

Several procedures in this document pertain to the upgrading of firmware on DL380 servers and Cisco 4948
E-F switches that are part of the Platform 7.6.x configuration.

The required firmware and documentation for upgrading the firmware on HP hardware systems and related
components are distributed as the HP Solutions Firmware Upgrade Pack. The minimum firmware release
required for Platform 7.6.x is HP Solutions Firmware Upgrade Pack 2.2.12 or higher. If a firmware upgrade is
needed, the current GA release of the HP Solutions Firmware Upgrade Pack should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation. If an HP FUP 2.x.x version newer than the Platform 7.6.x minimum of HP FUP 2.2.12 is
used, then the HP Solutions Firmware Upgrade Guide should be used to upgrade the firmware. Otherwise,
the HP Solutions Firmware Upgrade Guide, Release 2.x.x should be used.

The three pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack releases
are:

* HP Service Pack for ProLiant (SPP) firmware ISO image
* HP MISC Firmware 1SO image

Refer to the Release Notes of the [4] HP Solutions Firmware Upgrade Pack Release Notes, Release 2.x.x,
and (Min 2.2.12) to determine specific firmware versions needed.


http://www.epiphan.com/products/frame-grabbers/kvm2usb/
http://www.epiphan.com/products/frame-grabbers/kvm2usb/
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Contact Accessing My Oracle Support (MOS) for more information on obtaining the HP Firmware Upgrade
Packs.

10
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2.5.1
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Configure the CMOS Clock, BIOS Settings, and iLO IP Address
and Upgrade Firmware

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO IP
Address of the DL80 RMS servers and upgrade the firmware. (If needed).

STEP #

Procedure

Description

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO IP Address
of the DL380 RMS servers and upgrade the firmware. (If needed).

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

If this procedure fails, contact Appendix K My Oracle Support and ask for assistance.

1 Configure | Connect to the RMS Server using a VGA Display and USB Keyboard.
0 RMS
Server. For HP DL 380 (G8) Servers execute:
Appendix J.1.1 RMS: Configure ILO
Appendix J.1.2 GEN8: RMS BIOS Configuration, verify processor & memory.
For HP DL 380 (G9) Servers execute:
Appendix J.2.1 RMS: Configure i
Appendix J.2.2 GEN9: RMS BIOS Configuration, verify processor & memory
RMS Follow the appropriate procedure for the ProLiant DL380(G8/G9) hardware type to verify and
Server: upgrade the HP server firmware using the procedures in [4]JHP Solutions Firmware Upgrade
Verify/Upgr | Pack Release Notes, 795-000-4xx, latestversion (2.2.12 or higher)
ade
Firmware

Check-off the associated Check Box in step 3 as the RMS server's CMOS Clock, BIOS
Settings, and iLO IP Address has been configured and firmware is updated:

11
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STEP # | Procedure | Description
RMS Check-off the associated Check Box as the RMS server's CMOS Clock, BIOS Settings, and
Server: iLO IP Address has been configured and firmware is updated:
CMOS . .
Clock, Primary Site:
BIOS [ RMS-1: [ RMS-2:
Settings,
and iLO IP
Address [] RMS-3: [] RMS-4:
have been
configured [] RMS-5: [] RMS-6:
and
firmware [] RMS-7: [] RMS-8:
updated
[] RMS-9: [ ] RMS-10:
Disaster Recover Site: (Optional)
[] RMS-1: [ ] RMS-2:
[] RMS-3: [] RMS-4:
[] RMS-5: [] RMS-6:
] RMS-7: [] RMS-8:
] RMS-9: [] RMS-10:
4
Optional: Repeat on the Disaster Recovery RMS servers.
3.0 INSTALLATION MATRIX

3.1

Installing SDS on the Customer Network

Installing the SDS product is a task which requires multiple installations of varying types. The
matrix below provides a guide to the user as to which procedures are to be performed on which
server types. The user should be aware that this document only covers the necessary
configuration required to complete product install. Refer to the online help or contact Accessing My
Oracle Support (MOS) for assistance with post installation configuration options.

NOTE: Although the SDS sites are fully redundant by function, we must distinguish between them during
installation due to procedural changes based on the installation sequence. The user should be aware that
any reference to the “SDS” site refers to the 1%t installation of a SDS pair on the customer network while
references to the “DR SDS” site refers to the 2" SDS pair to be installed.

12




SDS Initial Installation and Configuration

SDS Installation Matrix
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Server Type

Procedures to perform

6

8

[]

SDS
NOAM

DR
SDS
NOAM

Query
Server

X | NN N |m
X X | X [N

SDS
SOAM

Lo

X X | X | X [N«

DP | X

X X N | X [X|*®

X X | X | N X7
X | X X | N (X

X N X | X |[X|
X N | X | X X

X N | X | X X
N X | X | X X

X[ % [ x| [N]|5

NI X [ X | % |[X|[T

X | X | X | X |[N|-

Table 2 - SDS Installation Matrix

13
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SDS Installation: List of Procedures

Procedure No : | Title: Page No :
1 Installing the SDS Application (All SDS NOAM sites) 15
2 Configuring SDS Servers A and B (1st SDS NOAM site only) 24
3 OAM Pairing (1st SDS NOAM site only) 46
4 Query Server Installation (All SDS NOAM sites) 64
5 OAM Installation for the DR SDS NOAM site 84
6 OAM Pairing for DR SDS NOAM site 101
7 Add SDS software images to PMAC servers (All SOAM sites) 115
8 OAM Installation for SOAM sites (All SOAM sites) 120
9 OAM Pairing for SDS SOAM sites (All SOAM sites) 147
10 DP Installation (All SOAM sites) 161
11 Configuring ComAgent 195
D.1 Figure 10- SDS Frame Layout 207
D.2 Configure Cisco 4948E-F Aggregation Switches 210
D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM sites) 236

I Disable Hyperthreading For GEN8 & Gen9 (DP Only) 256

Table 3 - SDS Installation: List of Procedures

14
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4.1
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APPLICATION INSTALL

Installing the SDS Application (All SDS NOAM sites)

Note: - If servers are not loaded with OS (TPD). Please refer 1.1.1.1Appendix L for installing it.
Installing the SDS Application (All SDS NOAM sites)

Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

Access the HP
server’'s console.

Connect to the HP DL 380 server’s console using one of the access methods described in
Section 2.3.

D!\J I:I!—‘

1) Access the
command prompt.
2) Log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

D.w

Verify that Date &
Time are displayed

in GMT (+/- 4 min.).

$ date -u
Wed Oct 22 14:07:12 UTC 2014
$

IF THE CORRECT DATE & TIME (IN GMT) ARE NOT SHOWN IN THE PREVIOUS STEP, THEN
STOP THIS PROCEDURE AND PERFORM THE FOLLOWING STEPS:

1) Execute Appendix J- CONFIGURE THE HP DL380 (GEN8 & GEN9) SERVER CMOS
CLOCK/BIOS SETTINGS

2) Restart Procedure 1 beginning with Step 1.

IF THE CORRECT DATE & TIME (IN GMT) ARE SHOWN IN THE PREVIOUS STEP, THEN
CONTINUE ON TO STEP 4 OF THIS PROCEDURE.

Verify that the TPD
release is 7.6

$ getPlatRev
7.6.0.0.0-88.54.0

D.m D.b

Execute alarmMgr
command to verify
any alarms of the
server before the
application install.

$ alarmMgr --alarmStatus

NOTE: This command should return no output on a healthy system. If any alarms are
reported as SNMP traps, please stop and contact Accessing My Oracle Support (MOS)
for the assistance.

15
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

6.

[]

Execute
“syscheck” to
verify the state of
the server before
Application install.

$ sudo syscheck

Running modules in class hardware...
OK

Running modules in class disk...
OK

Running modules in class net...
OK

Running modules in class system...
OK

Running modules in class proc...
OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

NOTE: The user should stop and resolve any errors returned from “syscheck” before
continuing on to the next step.

Execute
verifyUpgrade
command to verify
health of the server
before the
application install.

$ sudo verifyUpgrade

Disregard following error during this command execution
ERROR: No upgrade/patching transaction has been performed on this system!
(/usr/share/tomcat6/webapps/ohw.war)

NOTE: This command should return no output on a healthy system. If any error are reported,
please stop and contact Accessing My Oracle Support (MOS) for the assistance.

Verify Hardware ID
is ProLiant DL380
Gen8 or Gen9.

$ hardwarelnfo | grep Hardware
Hardware ID: ProLiantDL380pGen8

- Or -
Hardware ID: ProLiantDL380Gen9

16
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

F56657-01

Step

Procedure

Result

9.

[]

Place the USB drive
containing the SDS
Application
software into the
server’s USB port.

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Very that the USB

$ df |grep sdb

release to the
server’s hard disk
under the
Ivar/TKLC/upgrade
directory.

10. ;
drive has been Idev/sdbl 2003076 8 2003068 1% /media/sdb1l
mounted under the
/media directory.

11 Verify that the target | $Is /media/sdb1/

~ | releaseispresent | 5ps.850.0.0 90.11.0.is0

on the USB drive. -

12 Copy the target $ cp -p /media/sdbl/ SDS-8.5.0.0.0_90.11.0.iso /var/TKLC/upgrade/

Unmount the USB
drive partition.

$ sudo umount /media/sdb1
$

17
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step Procedure Result

Remove the USB
14. drive from the

|:| server’s front panel. o :
TR B

A NI

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Login to the $ sudo su - platcfg
“platcfg” utility.

From the “platcfg”

Main Menu... qqqqqqqﬂ Main Menu tggggqgqagk]

5[5

Select Maintenance
then press the

<ENTER> key Server Configuration

Security

Remote Con=sales
Hetwork Configuration
HetBackup Configuration
Exit

e goife (o (o foife (o (o foife (o (o (oife (o o (o(s (o (o (o(s (o (o {sils (o]

18
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From the “platcfg”
Main Menu...

[:] lggggu Maintenance Menu tgoggogl
Select Upgrade

then press the
<ENTER> key

Halt Server
Backup and Restore
Restart Server

Eject CDROM

Save Platform Debug Logs
PFlatform Data Collector
Exit

uegegefs (sgeie(s(sise(s(sisis (s (oe e (s (e s (s (e s (s (o)

Select Validate then
I:' press the <ENTER>

key
loggggggqu Upgrade Menu tgggggogok
Validate Media
Early Upgrade Checks
Initiate Upgrade
Copy USE Upgrade Image
Hon Tekelec RPM Management
Accept Upgrade
Reject Upgrade
Exit
Select ISO then iiile goife (o (o {oifs (o (o {oifs o (o {ofs (o (o {a (s o (o {o (s s (s {s s s (= s (o]
I:' press the <ENTER>
key

lagaaagaaagaggdgdggaqu Choose Upgrade Media Menu tgggoggggagaaaagaadddk

5D5-8.0.0.0.0 80.16.0-x86_64.1i30 - 8.0.0.0.0_80.16.0
Exit

Screen will show
ISO is Validated
I:' then press the ANY
key.

mogaggdgagogaaaaaaddgaagaaaaaaddddgaaaadadaddddgggaaagddddgdgagaaaaddd

Validating cdrom...

HH R R R R R R R R R
W R R
HH R R R R R R R R R
W R R
HHTHEHH R R
HH AR R R R R R R R R R R R R R
W R R
HH R R R R R R R R
HHAHHH R R R R R R R R R
T R T

19



SDS Initial Installation and Configuration F56657-01

Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step Procedure Result

e e e e e e B R e s e
BT T T R T R R
e e e e e e B R e s e
e e B e e B e L B )
UMVT Validate Utility v2.3.4, (c)Tekelec, May 2014

Validating /var/TKLC/upgrade/ SDS-8.5.0.0.0_90.11.0.iso

Date&Time: 2016-08-09 08:20:01

Volume ID: 8.5.0.0.0_90.11.0

Part Number: N/A

Version: 8.5.0.0.0_90.11.0

Disc Label: DSR

Disc description: DSR

The media validation is complete, the result is: PASS

CDROM is Valid

|:| Select Exit
then press the
<ENTER> key PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.

logaaqagaqagaagagaqgau Choose Upgrade Media Menu tgggogogaooaaooogaadok

0.0.0_80.16.0—:{86_6‘1.130 - 8.0.0.0.0_80.16.0

mogaggdgagogaaaaaaddgaagaaaaaaddddgaaaadadaddddgggaaagddddgdgagaaaaddd

From the “platcfg”
Main Menu...

logggoggaqu Upgrade Menu tagggadddk

I:' WValidate Media
Select Initiate Early Upgrade Checks
Upgrade then press e T o
the <ENTER> key =

Copy USE Upgrade Image
Hon Tekelec RPM Management
Accept Upgrade
Reject Upgrade
Exit

iiegeie(s(ageie(ssieiesieie (sieie (s (sieie s (sine (s (e (o ]
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

19.

[]

Verify that SDS
application release
shown matches the
target release.

Press the <ENTER>
key to start the SDS
application install

laaaaaaaaaaadqggaggqu Choose Upgrade Media Menu tgggagaaaagaaaaadddddk

SD5-8.0.0.0.0 80.16.0-x86 &4.is0
Exit

Output similar to that
shown on the right
may be observed as
the SDS application
install progresses.

Output similar to that
shown on the right
may be observed at
the completion of
the Application
install.

After the server has
completed reboot,
log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

Verify that the output
contains the line
shown to the right
indicating a
successful
installation of SDS
application software.

$ grep COMPLETE /var/TKLC/log/upgrade/upgrade.log
1321462900:: UPGRADE IS COMPLETE
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

24.

[]

Execute
verifyUpgrade
command to verify
status of upgrade.

Verify that SDS
application release
shown matches the
target release.

$ sudo verifyUpgrade

Disregard following error during this command execution

ERROR: Upgrade log (/var/TKLC/log/upgrade/upgrade.log) reports errors!
ERROR: 1513202476::zip error: Nothing to do!
(/usr/share/tomcat6/webapps/ohw.war)

NOTE: This command should return no output on a healthy system. If any error are reported,
please stop and contact Accessing My Oracle Support (MOS) for the assistance

$rpm -qa |grep sds
TKLCsds-8.5.0.0.0_90.11.0

Accept upgrade to
the Application
Software.

$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Upgrade::Backout::RPM

Accepting Upgrade

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing ‘/var/lib/prelink/force’ from RCS repository
INFO: Removing '/etc/my.cnf' from RCS repository

Put the server in
trusted time mode

$ tw.setdate —trusted

Current time: 10/22/2014 16:25:07.869

Exit from the
command line to
return the server
console to the login
prompt.

$ exit

e Repeat this procedure for each RMS server installed in the cabinet before continuing on
to the next procedure. (e.g. SDS NOAM A, SDS NOAM B, Query Server)
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F56657-01

Step

Procedure

Result

THIS PROCEDURE HAS BEEN COMPLETED
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5.0

5.1

CONFIGURATION PROCEDURES

Configuring SDS Servers A and B (15t SDS NOAM site only)

Assumptions:

This procedure assumes that the SDS Network Element XML file for the Primary Provisioning SDS
site has previously been created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files
can exist on any accessible drive.

This procedure requires that the user connects to the SDS GUI prior to configuring the first SDS server. This
can be done either by one of two procedures:

1. Configuring a temporary external IP address, as described in Appendix B

2. Plugging a laptop into an unused, unconfigured port on the SDS NOAM-A server using a direct-
connect Ethernet cable, as described in Appendix C.

Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

1|.:|

SDS NOAM A:

Connect to the SDS
GUI.

e Execute Appendix C. Establishing a Local Connection for Accessing the SDS GUI

Bk

SDS NOAM A:

Launch an approved
web browser and
connect to the SDS
NOAM A IP address
using Appendix B

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:

“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq

senver.

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

k¥ Continue to this website (not recommended).

@ More information
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result

3 SDS NOAM A: ORACLE'

|:| The user should be

presented the login Oracle System Login
screen shown on the
right.

Toe May 3% 143434 2016 EDT

Login
Enter your usemame and password 10 jog in
Login to the GUI using
the default user and

password. Password. |

Crangs gaswarnd

Username

Legn

Welcome to the Oeacie Systern Logn

This appbcabion in dasigned 1o work with mos| modem MTULS comglant trowsers and us s both JeesSorel
And cookies Prasss raber 15 Tre Oracte Sobaces Wek liowist Susoof Folos for detaig

Unasthodzed access (3 prohidted

Crack and Javs &% QSN ¥eoomans of Orace Caporason andty 5 atVienas
O ASMOS May DO PAcMarks o ol IRsoecive cnmes

Copyrgnt € 2010 2016, Qrace andior &3 afhars Al ngnts resaned

SDS NOAM A: Communications Diameter Signal Router Full Address Resolution

3 o ASTENSrangs)

I:' The user should be < M van Man Main Menu: [Main]

presented the SDS
Main Menu as shown
on the right.

Thea @ e User Jefco0 wEllHne message
ka0 b6 moates wsng e Ganeral Optons’ Man

Receat Fabed Logn Attempts: D

SDS NOAM A:

I:' 1) Select...

Main Menu

- Configuration
- Networking
- Networks

...as shown on the
right.

Man Menu: Configuration < Netwarking < Networks

Contgmnd

Ly Wetmon Tge Dl Lechmd  Foumd AN Mot

e

2) Select the S SR

“Browse” dialogue U Sy imkad e

button (scroll to bottom 23 Cammatis e LT — et e
left corner of screen). '
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F56657-01

Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
6 SDS NOAM A: & Choase File to Upload
6», v ® Lbewy B » v | ||

[]

Note: This step
assumes that the xml
files were previously
prepared, as
described in
Appendix E.

1) Select the location
containing the site
xml file.

2) Select the .xml file
and click the “Open”
dialogue button.

Ozganize « New foldes

M Deskiop
8 Downdosds
. Recent Places

G SeyDeive

4 Lbracies

*| Documents
o Music

e Pictures

B Videos

% Computer
& 0506k (¢
2* bbely (\\ncnallb
»* m_drve (\\ncrelX

G o_public (\ncnat = ¢

File mame

SOS_NOAMP

3DS_DR_NOAMP
505_NDAMP
S0S_Soam

v [ANFiles "

SDS NOAM A:

Select the “Upload
File” dialogue button
(bottom left corner of
screen).

aa

et Fa ey Casaw

Whmd e

SDS NOAM A:

If the values in the
xml file pass
validation rules, the
user must select the
‘Info’ box to receive a
banner information
message showing that
the data has been
successfully validated
and committed to the
DB.

NOTE: You may have
to left mouse click the
“Info” banner option
in order to see the
banner output.

Main Menu: Configuration -> Networking -> Networks

Info -

Info

(1

« MNetwork Element insert successful from Amp/SDS_NCAMPxmI.

Main Menu: Configuration -> Networking -> Networks

no -

SOS_NE

Natwork Name

r

Natwork Type Detawm Locked

M Yas vas yas

OAM Ao vae NO

Routad

VLAR

Configured
Interfoces

Natwork
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)
Step Procedure Result
9 SDS NOAM A:
Ij 1) Select... ot "; A Main Menu: Configuration -> Networking -> Services
Mai n Men u 1» Nome W a-NE Metwern ter ME Motk
- Configuration ater %
->Networking ) Saing
> Services o SR
...as shown on the ) Seran Fegbcabon wcted .
right. : . VIV
3¢ o

2) The user will be
presented with the
“Services”
configuration screen
as shown on the right.

3) Select the “Edit”
dialogue button.
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SDS NOAM A:

1) With the exception
of “Signaling” which
is left “Unspecified”,
set other services
values so that all
Intra-NE Network
traffic is directed
across IMI and all
Inter-NE Network
traffic is across XMI.

2) Select the “Apply”
dialogue button.

3) Select “OK” in new
pop up GUI to change
the effect,

Main Menu: Configuration > Networking -» Services [Edit]

Services

Hame Intra-NE Network Inter-NE Network
OAM INTERMALIMI INTERNALXMI E|
Replication INTERMALIMI INTERMNALXMI E|
Signaling Unspecified Unspecified E|
HA_Secondary INTERMALIMI INTERNALXMI E|

HA_MP_Secondary INTERMALIMI INTERNALXMI E|

Replication_MP INTERMNALIMI

INTERNALXMI E|

ComAgent INTERMNALIMI

B B B B B B E]

INTERNALXMI E| I}

Ok Apply Cancel

100.65.33.69 says:
You must restart the applications running on all servers to apply any

services changes.
TC RESTART: Use "Restart” butten under Status & Manage->Server tab, | -

ComAgent
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
11 SDS NOAM A: Main Menu: Configuration > Netwarking -> Services
I:' The user will be s

presented with the

“Services”
configuration screen
as shown on the right

SDS NOAM A: < 8 Msin Menu

12. k A Main Menu: Configuration -> Servers
#| ] Administration
1) Select... <] = Configuration
|:| Main Menu =] &3 Networking
. . Networks
-> Conflguratlon j] Devices Hostname Role System ID
- Servers [) Routes
[ Services
...as shown on the < B Saoe
ight [1) servers »
rgnt. :_] Server Groups
2) Select the “Insert” -l
/ J Places
dIaIOgue button. [) Piace Associations

+] () DscP Insert t elet ort Report
=] iy Alarms & Events

Note: This step thru the last step of this procedure need to be done for both servers SDS
NOAM A and SDS NOAM B.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Hardware Profile

Network Element Name *

Step Procedure Result
13 SDS NOAM A: Adding a new server
I:' The user is now
presented with the Attribute Value
“Adding a new
server” configuration
screen. Hostname *
Role * - Select Role - v
System 1D

5D5 HP ¢-Class Blade W1 [v|

- Unassigned -|v|

Input the assigned
hostname again as the
“System ID” for the
SDS NOAM (A or B).

Location
Ok Apply
SDS NOAM A: Attribute Description
14.
D |ﬂput the aSSIgned Unigue name for the server. [Default = n/a.
“hostname?” for the Range = A 20-charscter siring. Valid
Hostname * characters are alphanumeric and minus sign.
SDS NOAM (A or B) Must start with an alphanumeric and end with
an alphanumeric.] [A value is required.]
15 SDS NOAM A:
Select the function of the server [A value is
Role * HNETWORK QAM&P
D Select “NETWORK e SYSTEM OAM required.]
OAM&P” for the M ey sERvER
server “Role” from the - ) o
pull-down menu.
SDS NOAM A:
16 . System ID for the NOAMP or S0AM server.
System 1D sds-nc—a| ¥ [Defsult = nfs. Range = A G4-character string.

Walid value is any text string.]
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F56657-01

Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
17 SDS NOAM A: For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.
For Gen8:

[]

Select “SDS HP Rack
Mount” for the
Hardware Profile for
the SDS from the pull-
down menu.

For Gen9:

Select “SDS HP Gen9
Rack Mount” for the
Hardware Profile for
the SDS from the pull-
down menu.

Valid value is any text string.]
SD5 HP c-Class Blads W1
SD5 HP Rack Mount
SDS Cloud Guest

SD5 HP c-Class Blade V2
SD5S HP c-Class Blade 0

Hardware Profile Hardware profile of the server

For Gen9 Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest r

SDS TVOE Guest

SDS HP c-Class Blade VD
SDS HP c-Class Blade V2
SDS Cloud Guest

SDS HP c-Class Blade W1
SDS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Metwork Element Name =

Location

SDS NOAM A:

Select the Network
Element Name for the
SDS from the pull-
down menu.

Salect the network element [A value iz
required.]

Network Element Hame *

SDS_NE  [v]

SDS NOAM A:

Enter the site location.

NOTE: Location is an
optional field.

Location description [Default ="™. Range = A

Location Bangalore 15-character string. Walid value is any text

string.]
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

20.

[]

SDS NOAM A:

1) Enter the
MgmtVLAN IP
address for the SDS
Server.

2) Set the MgmtVLAN
Interface to “bond0”
and “check” the
VLAN checkbox.

3) Enter the IMI IP
address for the SDS
Server.

4) Set the IMI Interface
to “bond0” and
“check” the VLAN
checkbox.

OAM Intertaces [At least one interface Is required.);

Network

MGMT _VLAN (191.1881.022)

INTERNALXMI(10.240.20027)

NTERNALMI{192.168,2.0/24)

P Address

Interface

LAN

Al
N

SDS Server
(Primary NOAM)

Network

IP Address

VLAN

Interface Checkbox

SDS-A

MgmtVLAN

169.254.1.11

IMI

169.254.100.11

bond0 /

SDS-B

MgmtVLAN

169.254.1.12

IMI

169.254.100.12

bond0 /

NOTE_1: These IP addresses are based on the info in the NAPD and the Network

Element Config file

NOTE_2: The MgmtVLAN should only be present when 4948E-F Aggregation Switches
are deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the
IMI network values shown above still apply.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)
Step Procedure Result
21 1) Enter the customer
: assigned XMl IP INTERNALXMI 10.240.20.0/22) LA
|:| address for the SDS
Server.
SDS Server VLAN tagging VLAN
Network Interface
Layer 3 (Primary NOAM) (on XMI network) Checkbox
(No VLAN tagging
used for XMI) SDS NOAM No bond1 X
Server XMI
2) Set the XM| (AorB) Yes bondo /
Interface to “bond1”
and “DO NOT check”

the VLAN checkbox.
-OR -

Layer 2

(VLAN tagging used
for XMI)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

I CAUTION!!

Itis crucial that the correct network configuration be selected in Steps 20 & 21 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart SDS installation procedures over from the beginning.

SDS NOAM A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address for
an NTP Server.

3) Enter 3 NTP Server
IP address, repeat (1)
and (2) to enter it.

4) Optionally, click the
“Prefer” checkbox to
prefer one NTP Server
over the other.

NTP Servers:

NTP Server IP Address

NTP Servers:

NTP Server IP Address

10.240.21.19

NTP Servers:

NTP Server IP Address

10.240.21.191

10.240.21.192

10.240.21.193

Prefer

Prefer

Prefer

Add

Remove

Add
Remove
Remove

Remove
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result

SDS NOAM A:
23.

D 1) The user should be | Main Menu: Configuration -> Servers [Insert]
presented with a

banner information Inf
message stating “Pre-
Validation passed”. Info

-

o * Pre-\Validation pazsed - Data NOT committed .

2) Click the “Apply”

dialogue button. ATirbute Value
Hostname * s0s-50-3
Metwork IP Address
XMI (10.240.108.0/26) 10.240.108.21
IMI (169.254.2.0/26) 169.254 2 11
NTP Servers:
NTP Server IP Address Prefer
10.250.32.10 O

Ok  Apply Cancel
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F56657-01

Step

Procedure

Result

24,

[]

SDS NOAM A:

If the values provided
match the network

Main Menu: Configuration -> Servers [Insert]

| ittt )
ranges assigned to the | ..0fo_ =i
SDS NE, the user Info
must select the ‘Info
box to receive a « Diata committed]
banner information
message showing that Afirbute Valus
the data has been
validated and
committed to the DB.
Hostname * sds-so-a
25 SDS NOAM A: = ﬂ"fa::‘e”ut _ Main Menu: Configuration -> Servers
’ +] [ Admemstration Tue May 3t 15:25:12 2016 EOT
Select... =1 (3 Configuraticn Filter*
D =] (3 Metworking
Main Menu ﬂg::’;::s Hostname Role System DV é?;ﬂ :E‘I!::g:l': Location Place Details
7] Routes HMI:
- Configuration ﬂSe'\-iuss sstos  Ghugs sinos e St
S>3 [ Servers o
ervers [] Server Groups
j Resource Domains
[ Places
. .as shown on the [7] Place Associstions
right. 4 [ DSCP
+] [] Alarms & Events
+] [] Security Log
3] [ Status & Manage
+] _| Measuremenis
+] ] Communication Agent
% [ SDS
SDS NOAM A:
26. The “Confi ’ Hostname Raole System ID g‘:;_ﬁ; EIE::::: Location Place Details
e “Configuration
->Servers” screen XMI:
should now show the ( sds-no-s ) gﬂ?:ﬁ sds-no-a SDS_ME Eargalnr 10.240.105.18

newly added SDS
Server in the list.

IMI: 159.254.2.8
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

27.

[]

SDS NOAM A:

1) Use the cursor to
select the SDS Server
entry added in Steps
12 - 24.

The row containing the
desired SDS Server
should now be
highlighted.

2) Select the “Export”
dialogue button.

Main Menu: Configuration -» Servers
Tu= May 31 15:29:12 2016 EOT

Hostname Raols System D gerg:: gﬁamm Location  Place Dietails
Netwark X¥MI: 10.240.1038.18
sds-no-3 OAMER sds-no-3 SD5_ME | Bangalore IMI: 180254 7 3

Insert = Edit Delete Export  Report

SKIP Step 28 to 36 for Server A (means first server) as TKLCConfig file will be already
on server A.

SDS NOAM A:

The user must select
the ‘Info’ box to
receive a banner
information message
showing a download
link for the SDS
Server configuration
data.

Click on the word
“downloaded” to
download and save
the configuration file.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

Main Menu: Configuration -> Servers

Info
P
Hostname i tion
= Exported server data in TKLC ConfigData.sds-no-a.sh mayfoe downloaded
sds-no-a TSR SO05_ Me———prrm alon

QAMEP

Note: You may be required to click the Info tab to display the Info banner shown here.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
SDS NOAM A: [V iR
|:| 1) Click the “Save” P . s D
dialogue button. s s e =
- Mo TroCod Litaskreons sd u
= Topme shatuf e miis
2) Save the Fiors 10.%0.55 124
SDS Server dn | [ S ) o
configuration file to a T
USB flash drive. S s or i 1 5ame: can b sel S0 s e Tan poeeas ) oo
e o o consdst tp)o;r:'l\)!lm::t‘:o corslopan \‘{ [ BALL YTYITIITETY] - e |
Hren e e uhat's fra ok ? My S Low = pou P —— - | Cance

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

SDS Server NOAM A
or B:

Access the server
console.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

Connect to the SDS NOAM-A and SDS NOAM-B console using one of the access methods
described in Section 2.3.

SDS Server NOAM A
or B:

1) Access the
command prompt.

2) Log into the server
as the “admusr” user.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

32.

[]

SDS Server NOAM A
or B:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
SDS Server.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS Server NOAM A
or B:

Output similar to that
shown on the right will
appear as the USB
flash drive is inserted
into the SDS Server
front USB port.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

SDS Server NOAM A
or B:

Verify that the USB
flash drive’s partition
has been mounted by
the OS: Search df for
the device named in
the previous step’s
output.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ df |grep sdb

/dev/sdbl 2003076 8 2003068 1% /media/sdbl
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

35.

[]

SDS Server NOAM A
or B:

Copy the configuration
file to the SDS server

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sudo cp —p /media/sdb1/TKLCConfigData.sds-mrsvnc-a.sh /var/TKLC/db/filemgmt/.

NOTE: If Appendix C was used to create this interface, un-configure the interface before
copying this file.

Unmount the USB
drive partition.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sudo umount /media/sdb1
$

SDS Server NOAM A
or B:

Copy the server
configuration file to the
“Ivar/tmp” directory
on the server, making
sure to rename the file
by omitting the server
hostname from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh = will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.sds-mrsvnc-a.sh
/varltmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SDS Server NOAM A
or B:

After the script
completes, a
broadcast message
will be sent to the
terminal.

***NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.

NOTE: The user should be aware that the time to complete this step varies by server and
may take 3 ...20 minutes to complete.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

SDS Server NOAM A
or B:

Remove the USB flash
drive from the USB
port on the front panel
of the server.

CAUTION: Itis
important that the USB
flash drive be
REMOVED from the
server before
continuing on to the
next step.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS Server NOAM A
or B:

Ignore the output
shown and press the
<ENTER> key to
return to the command
prompt.

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

SDS Server NOAM A

$ date

or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to the
next step.

41. or B:
: Mon Aug 10 19:34:51 UTC 2015
Verify that the desired
Time Zone is currently
in use.
42 SDS Server NOAM A Example: $sudo set_ini_tz.pl <time_zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

NOTE:- This is required to be for first server (NOAM). Rest of server will get
TKLCconfig file generated on Active NOAM server and the TKLCconfig file will take
care of time zone also.

SDS Server NOAM A
or B:

Initiate a reboot of the
SDS Server.

$ sudo init 6
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44,

[]

SDS Server NOAM A
or B:

Wait ~9 minutes

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

1HHHs

ABeA ;4

ond ing haond 1

SDS Server NOAM A
or B:

After the server has
completed reboot, log
into the server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

SDS Server NOAM A
or B:

1) Verify that the IMI
IP address and the
bond VLAN
configuration input in
Step 20 has been
correctly applied.

2) Verify that the XMI
IP address and the
bond configuration
input in Step 21 has

been correctly applied.

NOTE: The server’s
XMI & IMI addresses
can also be verified by
reviewing the server
configuration through
the SDS GUI under
[Main Menu 2>
Configuration 2>
Server] screen.

$ifconfig |grep in
bond0 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
bond0.4 Link encap:Etherpe .

bondl Link encap:Etherne :4B:E1:6F:74:6A
inet addr:10.250..255 Mask:255.255.255.0
eth01 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
eth02 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A
ethll Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
ethl2 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
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47.

[]

SDS Server NOAM A
or B:

Use the “ntpq”
command to verify that
the server has
connectivity to the
assigned Primary and
Secondary NTP
server(s).

$ntpq -np
remote refid  sttwhen poll reach delay offset jitter

*10.250.32.10 192.5.41.209 2u 1 64 1 0.176 -0.446 0.053
10.250.32.51 192.5.41.209 2u 2 64 1 0.174 -0.445 0.002

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Have the Customer IT group provide a network path from the SDS NOAM Server XMI IP to the
assigned NTP Server IP addresses.

2) Once network connectivity is established to the configured NTP Servers, then restart this procedure
beginning with STEP 47.

SDS Server NOAM A
or B:

Execute a “syscheck”
to verify the current
health of the server.

$ sudo syscheck

Running modules in class system...
OK

Running modules in class proc...
OK

Running modules in class net...
OK

Running modules in class hardware...
OK

Running modules in class disk...
OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

SDS Server NOAM A
or B:

Exit to return to the
login prompt.

$ exit

e Configure SDS Server B by repeating steps 13 - 50 of this procedure.

IF AGGREGATION SWITCHES ARE INSTALLED AND 4948E-F SWITCH CONFIGURATION HAS NOT
BEEN COMPLETED PRIOR TO THIS STEP, STOP AND EXECUTE THE FOLLOWING PROCEDURES:

1) APPENDIX D.1
2) APPENDIX D.2 (Appendix E.2 references Appendix E.3 where applicable).
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51.

[]

SDS Server NOAM A:

From SDS Server
NOAM A, “ping” the
IMI IP address
configured for on SDS
Server B.

$ ping —c 5 169.254.100.12
PING 169.254.100.12 (169.254.100.12) 56(84) bytes of data.

64 bytes from 169.254.100.12: icmp_seq=1 ttI=64 time=0.020 ms
64 bytes from 169.254.100.12: icmp_seq=2 ttI=64 time=0.026 ms
64 bytes from 169.254.100.12: icmp_seq=3 ttI=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp_seq=4 ttI=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp_seq=5 ttI=64 time=0.026 ms

--- 169.254.100.12 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.020/0.024/0.026/0.005 ms

SDS Server NOAM A:

From SDS Server
NOAM A, “ping” the
XMI IP address
configured for on SDS
Server B.

$ ping —c 5 10.250.55.125
PING 10.250.55.125 (10.250.55.125) 56(84) bytes of data.

64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:

icmp_seqg=1 ttl=64 time=0.166 ms
icmp_seq=2 ttl=64 time=0.139 ms
icmp_seq=3 ttl=64 time=0.176 ms
icmp_seq=4 ttl=64 time=0.209 ms
icmp_seq=>5 ttI=64 time=0.179 ms

--- 10.250.55.125 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

53.

SDS Server NOAM A:

Use “ping” to verify
that SDS Server
NOAM A can reach
the configured XMl
Gateway address.

$ ping —c 510.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1: icmp_seq=1 ttl=64 time=0.166 ms
64 bytes from 10.250.55.1: icmp_seq=2 ttI=64 time=0.139 ms
64 bytes from 10.250.55.1: icmp_seq=3 ttl=64 time=0.176 ms
64 bytes from 10.250.55.1: icmp_seq=4 ttI=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp_seq=5 ttI=64 time=0.179 ms

--- 10.250.55.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms

rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms
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54,

SDS Server B:

Use “ping” to verify
that SDS Server B can
reach the configured
XMI Gateway
address.

$ ping —c 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1:
64 bytes from 10.250.55.1:
64 bytes from 10.250.55.1:
64 bytes from 10.250.55.1:
64 bytes from 10.250.55.1:

icmp_seq=1 ttl=64 time=0.166 ms
icmp_seq=2 ttl=64 time=0.139 ms
icmp_seq=3 ttI=64 time=0.176 ms
icmp_seq=4 ttI=64 time=0.209 ms
icmp_seq=>5 ttI=64 time=0.179 ms

--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

Note: The following two steps should be used only if referring Appendix B, else skip to next step

SDS Server NOAM A:

|:| For Gen8: Disconnect
the laptop from the
Server NOAM A,

HP DL380p Gen8 Backplane
eth14 Ethernet port.

<+— ETH14
<+—ETH13

)| «— ETH12
+— ETH11

.
»
.
»
b
[ )

|
|
|
{

.
.

ETHO2 —»| B

ETHO4 — |8},

N
.

ETHO2 —>
ETHO1 —|

Figure5-H

o

DL380 Gen8, Rear Panel (Ethernet)

(Av (2) {1'

(2)
]

H i
| ETH - 8 e s
) —er =
For Gen9: Disconnect ﬁz\ 7 % % . ) T ) ©
the laptop from the [, R y UsB-1 ( 1__):
Server NOAM A, L ] | UsB-0 —
eth08 Ethernet port. GeN_Jis) (9) (33)

Internal 4-Port NIC
Ethernet Ports
EthO1-Eth04

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Figure 6 - HP DL380 (Gen9), DC (Rear Panel)
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SDS Server NOAM A:
56.

I:' For Gen8: Disconnect
the laptop from the

Server NOAM A, R A
eth14 Ethernet port. = o o
e e en e ol
e e
S [ ' Ry Wy WH )
l l l l HP DL380p Gen8 Backplane
[ N v N ;7
] [ -
2. | ‘
i
=+ e
cooo
P e e i
el el el o
[SE RSN REE RS
Figure 7 - HP DL380 Gen8, Rear Panel (Ethernet)

ETH
01 02 03 04

/ Internal 4-Port NIC
For Gen9: Disconnect HPE Ethernet 1Gb 4-port Ethernet Ports
the laptop from the 331FLR Adapter (Flex LOM) EthO1-Eth04
Server NOAM A, eth05-eth08
eth08 Ethernet port.

Figure 8 - HP DL380 (Gen9), DC (Rear Panel)

57, switchl1A: Par 1 .

I:' Connect the laptop to

Port 44 of switchl1A
(bottom switch).

P -
A Pod &3 Managament
Fort

Figure 9 - Cisco 4948E-F Switch (Maintenance Access Port)
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58.

[]

Laptop:

Set a static IP address
and netmask within the
Management VLAN for
the laptop’s network
interface card
(169.254.1.100 is
suggested).

o Reference Appendix C. Steps 6-7 if assistance is needed in modifying the laptop’s
network configuration.

SDS Server NOAM A:

Using SSH, login to
Server NOAM A using
its Management VLAN
IP address
169.254.1.11

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

SDS Server NOAM A:

For Gen8: Delete
ethl14

For Gen9:
Delete eth08

For GEN8

$ sudo netAdm delete —device=eth14
Interface eth14 removed

For GEN9

$ sudo netAdm delete -—device=eth08
Interface eth08 removed

THIS PROCEDURE HAS BEEN COMPLETED

5.2

OAM Pairing (1t SDS NOAM site only)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.
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lei|

SDS Server NOAM
A:

Launch an approved
web browser and
connect to the SDS
Server NOAM A IP
XMI address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or interce
server,

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

'@' Continue to this website (not recommended).

® More information

SDS Server NOAM
A:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 21 143424 2016 EDTY

LogIn
Enter your usemame and password to log in

Usermname:
Password. |

Change pagsweed

Log in

Waloome to ihe Orade Syatem Login

This application is designed 10 woek with most modern HTMLS compliant irowsers and uses doth JaaSaipt

anc cookies Please refer 1o e Ouacia Software Wab Browsar Support Policy for getals

Unauthorized access is prohidasd

Qracie 3nd Java ae regvsianed Yrademanks of Oracie Coparafion andior £5 aMialas
OMevr names may 06 rademarks of Iheir resDecve OWnars

Copynght © 2010, 2016, Qracie andiov iis afibatas Al ngia resenved
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3.

[]

SDS Server NOAM

A:

= L]
s

The user should be
presented the SDS
Main Menu as shown
on the right.

cecoops

Communications Diameter Signal Router Full Address Resolution

Main Menu: [Main)

Tha & e cher - Ol sell oY Mekiae

1230 bo mOBSed yNng e Taneiy Otors dem
Lagn Name

Last Lagin Time: 02
Last Logie ¥:

QO

Racent Farled Logn Azompts: O

00-00 2600

e e AgTet

SDS Server NOAM g HEnNE

A [+] [C7 Administration
Select. .. [=] ‘=3 Configurafion
[=] ‘=3 Metworking
] () Networks
Main Menu () Devices
- Configuration [£] Routes
> Server Groups (] senvices
[5) servers

[Z) server Groups
[5) Resource Domains
[[) Places
[[) Place Associations
[ (3 DSCP
[+] [ Alarms & Events
[+] [C] Security Log
[+] [ Status & Manage
[+] [ Measurements
[+ (O] Communication Agent
& [ S0S
& Help
[F) Legal Notices
(@ Logout

...as shown on the
right.

Main Menu:

Server Group Name Level Parent

Configuration -» Server Grouj
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5.

[]

SDS Server NOAM
A:

1) The user will be
presented with the
“Server Groups”
configuration screen
as shown on the
right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server Groups

Server Group Name Level Parent Function

riuCeaseEs
o ) Tssks
:] Files

+| ] Messurements
+] [ Communication Agent
4] C350S

g Help Vv

™ Leosl Notices

Insert

Connection

Count Servers

Report

NOTE: The user may need to use the vertical scroll-bar in order to make the “Insert”

dialogue button visible.
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6.

[]

SDS Server NOAM
A:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Mame *

Lewel *

Parent *

Function *

WAN Replication Connection Count

Value

- Select Level -ﬂ

- Select Parent - ﬂ

- Select Function -ﬂ

1

Description

Unigue identifier used tc
characters are alphanun
digit.] [& value is reqguire

Select one of the Levels
Lewvel B groups are optic

required.]

Select an existing Serve

Select one of the Fumctii

Specify the number of T
associated with this Ser

menu.

Ok Apply Cancel
SDS Server NOAM
7. A: Field Value Description
|:| Input the Server Uniaue identt
Group Name. nique identifier used
Server Group Mame * sds_no_grp characters are alphan
digit.] [A value is requ
SDS Server NOAM
8. A Field Value Description
|:| Select “A” on the Uniaue identt
“Level” pull-down nique identifier used
Server Group Mame * sds_no_grp characters are alphan

digit.] [A value is requ
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9.

SDS Server NOAM
A:

- Select Parent-

|:| Parent * Select an existing Server Group or MONE [4 value is require
Select “None” on the
“Parent” pull-down
menu.
10 SDS Server NOAM
: A: - Select Function -
I:' .| nonE
Select “SDS” on the Function * Salect one of the Functions supported by

“Function” pull-
down menu.

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Ity [
0 = Pre-lekssine pesseyd - Date NOT camernbied
Fold Value Descrpaon

N

Main Menu: Configuration -> Server Groups [Insert]

Info =

Adding new server group

Field Value Description
Unique identifier u
Server Group Name * sds_no_grp characters are alp

digit.] [& walue is ni

Select one of the |
Lewvel B groups are

Level * A ﬂ

required.]

Parent * Select an existing

NONE [+]

Function *

SDs ﬂ Select one of the F

o . Specify the numbe
WAN Replication Connection Count 1 . . )
associated with thi

Ok Apply Cancel
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12.

[]

SDS Server NOAM
A:

The user should be

Main Menu: Configuration -> Server Groups [Insert]

configuration screen
as shown on the
right.

N nfo w!
presented witha | ‘e -
banner information Info
message stating
“Data committed”. o = Data committed!
Field Value Description
Urnigue identif
Server Group Name * sds_no_grp characters are
digit.] [& value
SDS Server NOAM 2 Main Mo .
13. A 5 A P Main Menu: Configuration -> Server Groups
(]
Select... T
-“':."‘;" Sacver Geoup Name Level Parent function Comnecton  tervers
Main Menu e ez s - '
-> Configuration
- Server Groups
...as shown on the
right.
SDS Server NOAM . . )
14. A Main Menu: Configuration -> Server Groups
|:| The Server Group
entry added in Steps
6 - 12 should now Server Group Mame Level Parent Function gz::fntinn Servers
appear on the
“Server Groups” sds_no_grp A NOME SDS 1
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15 SDS Server NOAM Main Menu: Configuration -> Server Groups
: A:
|:| 1) Select the Server
gtrg;sp Gerﬂé]'_z a.?ﬁgﬂr:r; Server Group Name Level Parent Function gzz:rntinn Servers
entry should now be | sds_no_gm fa none {sDs i
highlighted ) ot
J Resource Domasins
2) Select the “Edit” [1) Pisces
dialogue button from =soc
the b?)ttom left corner i Flace Assadiations Insert Edit Delete Report
+] (") DscP
of the screen. '
=] {3 Alarms & Events v

NOTE: The user may need to use the vertical scroll-bar in order to make the “Edit”

dialogue button visible.
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16.

[]

SDS Server NOAM
A:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration -» Server Groups [Edit]

Modifying attributes of server group : sds_no_grp

Flald Walus

Sarver Group Name sds_no_grp

Laval * A []
Parent * MONE :'
Functon * 8D5 [+]

WWAN Replication Connection Count 1

500 ME [ Prefer Metwork Element a8 spare

Sanvar 505 Inchuzicn
SE-M0-E [ \ncsdein 5G
SE-No-D O Incude In G
WP Assignment

WIP Addrass

Ok | &pply | Cancal

Deecription

Urique ldantifler ueed to label a Server Graup. [Defau

and must not 513r W & digh] [A value s required.]

Salzct one of the Levals supporiad oy tha Eyslem [A v

Salzct an exeting Server Sroup [A value | requirsd

Salzct one of the Funclions Euppori=d by the system |

Epecity tha rumbar of TCP connectons that wil ba ug
and )

Prefemed HA Rola

D Presar sanver 35 pare

[[] Pretar sarver 35 Bpare

SDS Server NOAM
A:

Select the “A” server
and the “B” server
from the list of
“Servers” by clicking
the check box next to
their names.

Sanvar 5G Inclusion
SOE-M0-3 O Inciude In 8G
is-no-b O Incude In 56

Prefemed HA Rola

D Predar sardar a5 spare

[] Pretar sarver 3z Bpare
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18.

[]

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -= Server Groups [Edit]

[ .
Info |
s
o = Pre-\valkdalion passad - Data NOT commitied ...
E Valug Daecription
Unigue [dant

arver Group Mame * sds no aro

ok amal

SDS Server NOAM
A:

Main Menu: Configuration -= Server Groups [Edit]

The user should be L <
presented with a LT »
banner information o . Damcommmem | YET@roUp - sds_no_grp
message stating
“Data committed”. L Doacription
SDS Server NOAM
20. A WIP Apsignment
D Click the “Add” VIF Address
dialogue button for
the VIP Address.
SDS Server NOAM =
21. A
|:| ' VI Addrezs g
Input the VIP
Address Co240105 24 > —
Ok Apply = Cancel

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -= Server Groups [Edit]

Infg~ =
Info |
P
o * Pre-validation passad - Data NOT commiisd ...
e TEITE ' Descripfion
Jnigue [dentiner used to label 3 Server G
Farved Group Mame - sds mo arp q'l oL [

10.240.108.24

o Cancal

Remove
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23.

[]

SDS Server NOAM
A:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -= Server Groups [Edit]

:sd
o [P rver group : sds_no_grp

valug D=ecripiion

Jnigue [gentifer ueed to &

P e Maee b o

24,

SDS Server NOAM
A:

Click the “Logout”
link on the OAM A
server GUI.

T —

JEeUpdates | Help | Logged In Account guiadrrinﬂ@

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been paired within a Server Group they must
establish a master/slave relationship for High Availability (HA). It may take
several minutes for this process to be completed.

e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) assigned in
STEP 21 to the SDS
Server Group

g) There is a problem with this website's security certificate.
b

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
SErver.

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

'k;é' Continue to this website (not recommended).

® More information
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SDS VIP: g
27.
|:| The user should be
presented the login Oracle System Login
screen shown on the Tue May 21 14:34:24 2016 EDY
right.
) Login
Login to the GUI Enter your usemame and password to log in
using the default user Use ]
and password. PRS-
Password. |
Change passwed
Login
Waloome to ihe Orade System Login
This application i5 designed 10 woek with maost modern HTMLS compliart rowsers and uses doth JaaSaipt
anc cookies Please refer o e Quacis Software Wab Browsar Support Policy for oetals
Unauthorizec access Is prohwdasd
Qracie 3nd Java ame regvstaned rademarnks of Oracie Coparahion andor &5 amialas
OMer Names may 06 rademarks of heir reapectve oWnars
Copynignt © 2010, 2016, Qvacis andior s afitalas Al ngis resened
SDS VIP: Communications Diameter Signal Router Full Address Resolution
28. ) 305006031
The user should be i~ Main Menu: [Main]
presented the SDS = 2y Contguraten
Main Menu as shown el
on the I‘Ight “ Dywes
£ Seswonn Deremy 163 b mostes n‘:': O G ebune o madtr T Aol
) Paces
[ e Lo o b e
e g Lawt Logie ¥:
& ) Narms § Evenns N Rocent Farked Logn Amermpts: O
n ) Setumy Leg
o ) Roden & Varage
= 1 Veassemes
() Comarntanin Agurd
s s
29 SDS VIP: “‘_""" Main Meno: Ak & Everts > View Active
' s e
Select... T
T
Main Menu | Ao e T =
1 Sevw o me ZRTHET TE AL M RSY iese - —— e et
- Alarms & Events e “ e e
. . ] Mate Aspmeny - 1 081 e £ e ——— - oa e e
- View Active “ Do R s
AAem A tew e Fll DR 2 —om . — = . -
:: ¢ [P a— :ﬂf:na.:\—x-c—-. s e (17 T

...as shown on the
right.
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)

Step

Procedure

Result

30.

[]

SDS VIP:

Verify whether or not

Main Menu: Alarms & Events <> View Active (Filtersd)

Event ID 10200
(Remote Database
re-initialization in
progress) is present.

Tavoe Dema vt eIcs - Sogren

o] tea = (5]
can
Lot © Tewtry Swverey Presar Prccern o
S
Adares Toxr

IF EVENT ID 10200 (Remote Database re-initialization in progress) IS PRESENT,
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.

SDS VIP:
31.
I:' Select...
Main Menu
- Status & Manage
- Server

...as shown on the
right.

MM Mrnd) STus A Manage > Servm
)

SDS VIP:

1) The “A” and “B”
SDS servers should
now appear in the
right panel.

2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.

Main Menu: Status & Manage -> Server

Zarver Hosiname

EdE-NO-3

EdE-No-D

Network Elament
SDE NS
SDE NE

Sun Jun OS5 10:35:35 2006 EDT
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Procedure 3: Pairing the SDS NOAM Servers (1t SDS NOAM site only)

Step Procedure Result
33 SDS VIP: ssrver Hastnams Netwark Element appl stats  Alm : Raporing  prgg
|:| 1) Using the mouse, EOE-N0-3 . {508 _NE i [DIEEtIEN | INERT | Norm | Marm {0 Man
select SDS Server Eaenen EEaL3 DDiEsHEaN WNEM o Marm Man
NOAM A. The line o
entry should now be A ;::;;;ag
[E =3 z
highlighted. SR
= Sanver
2) Select the R HA
“Restart” dialogue u 2:‘3“*
button from the A KFis
bottom left corner of | Processse Stop Restart Rsboot NTP Sync Report
the screen. T
3) Click the “OK? rMe::oge from webpage i |
button on the A e
confirmation dialogue 7 e et e
box. sds-nc-a
4) The user should be ok [ camcs
presented with a
confirmation message
(in the banner area) )
for SDS Server Main Menu: Status & Manage -= Server
NOAM A stating: . .
“Successfully e -fi R
restarted LLE
application”. sarver Host o + SUE-ID-3: SUCcesENAly restart=d applcatan. Appl stels | A =
EdE-N0-3 Enaliled EE Mo
EEE-no-b S0E_NE DDESEEEN ENET o
34 SDS VIP: l'w‘_:'__ M W ST A Marage > Serval e
. o =
I:' Select... = e —— - - ——
- =e =1 C owm— . -
Main Menu e
> Status & Manage e
> Server N
...as shown on the -
right.
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)

Step

Procedure

Result

35.

[]

SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
before proceeding to
the next Step.

Main Menu: Status & Manage > Server
=

Y
ameca = e

oxrt 04 2

SDS VIP:

1) Using the mouse,
select SDS Server B.
The line entry should
now be highlighted.

2) Select the
“Restart” dialogue
button from the
bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS Server B
stating:
“Successfully
restarted
application”.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Restart” dialogue
button visible.

=

e o,

(e 0e e

& ] DGRy Ly

- 3 Swatus & Manags
T Network Elements
° Sanver
) HA
" Databaze
Bl
7 Procassee

(o) L] Tasks

stop

Restart Reboot NTP Sync  Report

Message from webpage

=)

@

on the following server(s)?
sds-no-b

Are you sure you wish to restart application software

oK

J |

Cancel ]

Main Menu: Status & Manage -= Server

Filler =|: Wmfo =

Info
Zarver Ho

Eds-No-2 o

= Ed=-no-bc Successiuly reetart=d applicatian.

Eds-no-b
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Step

Procedure

Result

37.

[]

SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
and SDS Server
NOAM B before
proceeding to the
next Step.

Main Menit: Status & Manage > Server

e .]

e e Wmen T
= 536 2
e a4

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been restarted they must establish a master/slave
relationship for High Availability (HA). It may take several minutes for this process
to be completed.

e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

If there is a context
switch, you may be
required to login
again.

Login to the GUI
using the default user
and password.

ORACLE

Tue May 21 143434 2010 EDTY

Oracle System Login

Log In
Enter your usemame and password to log in

Usemame:
Password. |

Change passweed

Log In

Waloome Lo ihe Orade Syatem Login

This application i5 designed 1o woek with most modern HTMLS compliant trowsers and uses doth JaaSaipt
anc cookies Please refer 1o e Ovacie Software Wab Browsar Support Policy for oetats

Unauthorzed access is prohdeed

Qracie 300 Java &% regvatanad Yademanks of Oracie Coparahion andor &5 aMialas
OMev Names may 06 ratemarks of heir raspechve Cwnars

Copyngnt © 2010, 2016, Qracis andiov s afitialas All npia resened
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)

Step Procedure Result
40 SDS VIP: B JManMenu A Main Menu: Alarms & Events -> View Active
. [#] () Administration
[] | setect-- © & Coentin Tess -
[=) ‘3 Networking
[2) Networks
Main Menu [) Devices sds_no_grp
[7] Routes
- Alarms & Events Bl Sordbi . T e
- View Active [ servers - Alarm Text
[ Server Groups 14101 2016-06-05 10:40:40.471 EDT
[7) Resource Domains 80
.:.as shown on the [) Places No Remote Connections
right. S s Aoclalione 32532 2016.06-05 10:31:42.583 EDT
&l CyDscp 7
= (_y Alarms & Events Server Upgrade Pending Accept/Reject
[ View Active A
[E) View History 32532 2016-06-05 09:38:07.517 EDT
- 25
[) View Trap Log Server Uparade Pending Accept/Reject
+) (Z] Security Log
[=1 £ Status & Manage
SDS VIP:
41 . 08 _no_of
I:' Verify that Event ID - e ~ — - —
« ireatamy i od
14101 (“No remote Seas s 23 = o o
. . . A Text Adatonal Info
provisioning clients ' : o .
are ConneCted") iS the “ 14 2018-08-05 WD &0 40 47T EDT MAH 505 s S0S NE -nc-e
only alarm present on ¥z Rertete Cornestons GR_INFO/ARY for ormation oy Lstenes C-45T]** No XML chert conect
the systematthis |
time.
42 SDS VIP: “ ‘ “_::::—.u A Main Menu: Administration -> Remote Servers -> SNMP Trapping [Insert]
I:' Select... ooy
» ) Actess Cortrns
. j 5‘"".'"_':::"""" SNMP Trap Configuration Insert for sds_no_grp
Main Menu ) LoA# Asremazese

= Administration
- Remote Servers
- SNMP Trapping

...as shown on the
right.

7) SNVE Trasping
) Do Expos
7 oS Comtpranes
= i Configunston
= Newosang
_) Mwtacces
) Owezes
2) Povtes
2 Sevioes
) Severy
-] Server Broces
) Fesoute Domens
) Places
] Mace fascoaszra
3] ) 0sCe
= g Neve b Everes
_] V-~ A

Contiguration Made *

Warnger 1

Macager ¥

Maager =

Gwos A carfpraten mode et de0
regured

A ool TaTIgE 1D woRe
AOTRSS LAN e De @ vaka

For desangton for Matage |

Zee deazrzon for Varage |
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Ok Cancel

Step Procedure Result
SDS VIP:

43.

I:' Selectively
1)Enable Version field : IS 'SNMPv2¢
changed to SNMPv2¢ Enabled Versions SNMPv2c only. 3)"SN
before you select OK SNMPV3 ]
2) Using the cursor Tra p Enablz or disable Sh

! ps from Individual Servers [ Ensbied

place a “check” in the Metwark CAMEP ser
check box for “Traps
from Individual
Servers”.

SNMPvZ Privacy Type AES |w
3) Click the “Ok” e V|
dialogue button
located at the bottom
of the right panel. SNMPvZ Password TIITITY

SDS VIP:

Click the “Logout”
link on the server
GUL.

\ccount guiadmin ¥

Wed Mow 16 11:23:320 2016 UT

THIS PROCEDURE HAS BEEN COMPLETED
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5.3

The user should be aware that during the Query Server installation procedure, various errors may be seen at
different stages of the procedure. During the execution of a step, the user is directed to ignore errors related

F56657-01

Query Server Installation (All SDS NOAM sites)

to values other than the ones referenced by that step.

Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server,

We recommend that you close this webpage and do not continue to
@ Click here to dose this webpage.

'k:é' Continue to this website (not recommended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 21 143424 2010 EDT

Login
Enter your usemame and password to log in

Usemame:
Password. |

Change passwoed

Login

Waloome Lo ihe Orade Syatem Login

This application is designed 10 woek with mast modern HTMLS compliant trowsers and uses doth JaaSaipt

anc cookies Please refer 1o e Quacia Software Wab Browsar Suppon Policy for detals

Unauthorized access is prohedasd

Qracie 30d Java a8 regvalened Yrademarks of racie Coparation andor 45 aMiaias
OMev Names may 06 ratemarks of Iheir resDectve OWNars

Copyngnt © 2010, 2016, Qvacie andiov ks afitiatas ANl ngia resened
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Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

S L

s (1) Aaveswraten
= g Corfgurater
=1 Nateoring

Y Matworiy

Y Sl Qeouen

3 Resperce Dorarn

¥ () Roten & Verage

Communications Diameter Signal Router Full Address Resolution

Main Menu: [Main])

Tha & the iar-Ourmd sehl oYW ek
1530 bo mOSSed ywng e Ganely Optors’ fem snder the ‘Asmioet

Legn geaamn
Last Lagin Time: 02200000 2600

Lest Logle ¥
Sacent Farkod Logn Amerngts: O

Primary SDS VIP:
Select...
Main Menu

- Configuration
- Servers

...as shown on the
right.

= Vain Menc
- Aommarsion
) Gerwrsl Optera
7 4 Acoess Comve
+ ) Fctwors Management
A Beroes Senery
] LOAF Actreracmsc
L) sve Traperg
) Dwes Exgort
L) ONS Contguranon
oA Cortgureson
4 Natacvieg
L] Networs
7] Dwwces
[] Foue.
_] Sereens
1) Server Growes
=] Resouoe Domam
_] Minces
) Mwew Assccancms

n 3 DSCP

P -

Hoatname Rl

aero-e

ahro-d

Necaos CALAN

TNemamre TAMAF

Main Menu: Configuration -> Servers

Syviem D

oz

Primary SDS VIP:

Select the “Insert”
dialogue button.

3 (] Security Log

=y Ststus & Msanage

77 Network Elements

77 Server
T HA

77 Dstabase
T KPIs

T3 Processes

Insert  Edit

Report
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Hardware Profile

Network Element Name *

Location

Ok Apply

Cancel

Step Procedure Result
Primary SDS VIP: .
6. y Adding a new server
I:' The user is now
presented with the .
“Adding a new Attribute Value
server” configuration
screen.
Hostname *
Role * - Select Role - ﬂ
Systemn ID

5D5 HP Rack Mount

- Unassigned -|v|

Primary SDS VIP:

Input the assigned
“hostname” for the
Query Server.

Adding a new server

Atiibute Value

Hostnane qe-sds-1

Dascngtion

UNgue mame for e sarver [Defack < nia Rang!

haracier sting v NraCier are Sl

90 Must S0 with an apranumernt and

MONBenamenc | A vaus & regured

Primary SDS VIP:

Select “QUERY
SERVER?” for the
server “Role” from
the pull-down menu.

N
QUERY SERVER

System 1D

Sainct the Arcaon oF B secier [A vakee 15 raquited |

Syanom (D for Be NOANP or SOAM sene |Defaut = na

RaNgo = A SELIURCN! & Vilid vaius 8 any et sxng |
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step

Procedure

Result

9.

[]

Primary SDS VIP:

For Gen8 Server

Select “SDS HP
Rack Mount” for the
Hardware Profile for
the SDS from the
pull-down menu.

For Gen9 Server:

Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest r

SDS TVOE Guest
505 HP c-Class Blade V0
SD5S HP c-Class Blade W2
508 Cloud Guest
SDS HP Gen% Rack Mount
SD5S HP c-Class Blade W1
5DS ESXI| Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

For Gen9 Server, Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-
down menu.

3DS TVOE Guest v

SDS TVOE Guest

SDS HP ¢c-Class Blade VD
SDS HP c-Class Blade V2
SDS Cloud Guest

505 HP c-Class Blade W1
SDS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

Primary SDS VIP:

Select the Network
Element Name of the
SDS site where the
Query Server is
physically located.

Network Element Name * BEESHLS
 —————

Sekect the retwork slement [A vake S regured |
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Step

Procedure

Result

11.

[]

Primary SDS VIP:

Enter the site
location.

Bangalom

NOTE: Location is an optional field.

[]

SDS Server NOAM
A:

1) Enter the
MgmtVLAN IP
address for the Query
Server.

2) Set the
MgmtVLAN Interface
to “bond0” and
“check” the VLAN
checkbox.

3) Enter the IMI IP
address for the Query
Server.

4) Set the IMI
Interface to “bond0”
and “check” the
VLAN checkbox.

OAM Intertaces [At least one interface Is required.):

Network

MGMT VLA

INTE

RNALXMI (10,249,200

N (1911881022}

P Address

Interface

LAN

Query Server

Network

IP Address

Interface

VLAN
Checkbox

SDS-QS
(Primary NE)

MgmtVLAN

169.254.1.13

IMI

169.254.100.13

bond0

4

SDS-QS
(DR NE)

MgmtVLAN

169.254.1.16

IMI

169.254.100.16

bondO

4

NOTE_1: These IP addresses are based on the info in the NAPD and the Network

Element Config file.

NOTE_2: The MgmtVLAN should only be present when 4948E-F AggregationSwitches

IMI network values shown above still apply.

are deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step Procedure Result

13 1) Enter the customer

: assigned XMI IP INTERNALXMI [10.240,20.0/22 s LAN
address for the Query
Server.
VLAN tagging VLAN
Query Server Network (on XMI network) Interface Checkbox
Layer 3
(No VLAN tagging No bond1 x
used for XMI) SDS-QS M
2) Set the XMI (Primary & DR) Yes bondo /
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox.
-OR - 11l CAUTION!!!|
It is crucial that the correct network configuration be selected in Steps 12 & 13 of this

Layer 2 procedure. Choosing an incorrect configuration will result in the need to re-install the OS
(VLAN tagging used and restart the Query Server installation procedure over from the beginning.
for XMI)
2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

14 SDS Server NOAM ey —

A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click
the “Prefer” checkbox
to prefer one NTP
Server over the other.

NTP Server IP Address

NTP Servers:

NTP Server IP Address

10.250.32.10

NTP Servers:

NTP Server IP Address

10.250.32.51

10.250.32.10

Prefer

Prefer

O

Prefer

O

&S

Add

Remove

Add
Remove

Remove
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Step

Procedure

Result

15.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Info =
Info
o + Pre-Validation passed - Data NOT committed ...
Afttribute Value
Hostname * gs-sds-1| x
Network IP Address
XMI {10.240.108.0/26) 10.240.108.23
1M {169.254.2.0/26) 169.254.2.12
NTP Servers:
NTP Server IP Address Prefer
10.250.32.10 O

Ok Apply Cancel

Interface

xmi[v] [ wLaN (14)

imi [v] ] WLAN (15)

Add

Remove

Primary SDS VIP:

If the values provided
match the network
ranges assigned to
the NE, the user must
select the ‘Info’ box to
receive a banner
information message
showing that the data
has been validated
and committed

Main Menu: Configuration -> Servers [Insert]

Info =
Info
o = Data committed!
"Afrnbute Value
Hostname * Os-zds-1
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Step Procedure Result
Primary SDS VIP: T
= =) Main Menu - .
17. an o] s A Main Menu: Configuration -> Servers
I:' Select... (= iy Administration
[#] General Options
Main Menu +| ) Access Control
> Configuration i+) [Z) Software Management Hostname Role S
[=] {Zy Remote Servers
- Servers [7) LDAP Authenticatio sds-no-3 Network OAMS&P s
[7') SNMP Trapping
...as shown on the [ Data Export sds-no-b Network OAM&P s
right. [7) DNS Configuration
= (3 Configuration qs-sds-1 Query Server
[=] {Zy Networking
[ Networks
[7) Devices
[7] Routes
[7] services 3
[ servers
[ server Groups
[} Resource Domains
[ Places
18 Primary SDS VIP: Main Menu- Configuration -> Servers
The “Configuration
eservers” screen Hoamrane Role Sy © Server Cosayp Notaork Darsert Lecaton Flace
now shows the new|y [ Hetwon Caidhs 008 »A_M_00 SDE_NE Jargeaey
added Query Server - N ve_ v 205 re e
in the ||St FRES 4 _rE Saimese
19 Primary SDS VIP: Main Menu: Configuration -> Servers
. - ==
Using the mouse, T
Select the Query Hostrame Avke Syvtem 1D Setves Group Network Dhement Location Place
Server. The line entry an-toa Metwah QISR asa-roa xts_ro_grp 508 re -
Containing the Query ae-rod Netwad DanE) ae-rob *28_nd_arp 508 NE Eargaiioe
Server should now be | | I - o Y
highlighted. | ! st | s o
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Step

Procedure

Result

20.

[]

Primary SDS VIP:

Select the “Export”
dialogue button.

Main Menu: Configuration -> Servers

Su

Server Network -
Hostname Role System ID Group Element Location Place
Metwork
sds-no-a CAMED sdz-no-a =ds_no grp  SDS_ME Bangalors
Metwork
sds-no-b CAMED sds-no-b =ds_no grp  SDS_ME Bangalors
qs-sds-1 QS uery SDS_ME | Bangalore
Insert Edit = Delete Export  Report

Primary SDS VIP:

The user must select

Main Menu: Configuration -> Servers

Wed Jun 01 14:

the ‘Info’ box to [ Fiter ~]{ info  ~
receive a banner Info _—
i i Hostname D?ails
Isnl’]:g\rlw r? ;c;ndrgles:ag; o + Exported server data in TKLCConfigData.qs-sds-1.sh may I€d ownloaded
link for the Query sds-no-a DANZE i plvar DRETNE BEANTATTE |M|;|:1‘15%
Server configuration .
data. ne_erc_ 1 Query ana ME hanmalnra XMI: 10.
Click on the word
“downloaded” to
download and save
the file.
22 Primary SDS VIP: T e Downlond [ ] |
D 1) C“Ck the “Save” Do you waek 1o oper o save This fie? ) ® Jia b '

dialogue button. | Nz TACCormgate. gsnrsvd-1usn s

‘J Typs: +h_y.to_fle, 1 5%D J

From 1025088128 O
2) Save the Query
Server configuration [_Leen fow | [T )
file to a USB flash o8
drive. ! Wik Yos o Fe ldane! con be .nd';tmmt'm N ety fateee
c e v conet il s dn o 0
;:;‘:“:rmrr It o e e ‘j o pore PO reF e evoves 1 04 i

Query Server:

Access the server
console.

Connect to the Query Server console using one of the access methods described in

Section 2.3.
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Step

Procedure

Result

24,

[]

Query Server:

1) Access the
command prompt.

2) Log into the server
as the “admusr”
user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

Query Server:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
the Query Server.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Query Server:

Output similar to that
shown on the right
will appear as the
USB flash drive is
inserted into the SDS
Server front USB
port.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

Query Server:

Verify that the USB
flash drive’s partition
has been mounted by
the OS.

$ df |grep sdb

/dev/sdbl 2003076 8 2003068 1% /media/sdbl

NOTE: Search df for the device named in the previous step’s output.

Query Server:

Copy the
configuration file

$ sudo cp —p /media/sdb1/TKLCConfigData.qs-mrsvnc-1.sh /var/TKLC/db/filemgmt/.
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Step

Procedure

Result

29.

[]

Query Server:

Copy the Query
Server configuration
file to the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TLKC/db/filemgmt/TKLCConfigData.qs-mrsvnc-1.sh
Ivarltmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

Query Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

NOTE: This step
varies by server and
may take 3...20
minutes to complete.

*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 16:17:13 2009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.

Query Server:

Remove the USB
flash drive from the
USB port on the front
panel of Query
Server.

CAUTION: Itis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Query Server:

Ignore the output
shown and press the
<ENTER> key to
return to the
command prompt.

Broadcast message from admusr (Mon Dec 14 16:17:13 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server. <ENTER>

74




SDS Initial Installation and Configuration F56657-01

Procedure 4: Configuring the Query Server (All SDS NOAM sites)
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Procedure

Result

33.

SDS Server NOAM
A or B:

Verify that the desired
Time Zone is
currently in use.

$ date
Mon Aug 10 19:34:51 UTC 2015

SDS Server NOAM
A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

verify the timezone
was changed.

Otherwise, skip to the
next step.

Example: $sudo set_ini_tz.pl <time_zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

$ date
Mon Aug 10 19:34:51 UTC 2015

35 Query Server: $sudo init 6
|:| Initiate a reboot of the
Query Server.
uery Server:
36 Query

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

Query Server:

1) Access the
command prompt.

2) Login as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>
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38, Query Server: [admusr@rlghnc-sds-QS ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept
Accept upgrade to Loading Backout::BackoutType::RPM
the Application Accepting Upgrade
Software..

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing '/etc/my.cnf' from RCS repository

INFO: Removing ‘/etc/pam.d/password-auth’ from RCS repository
INFO: Removing ‘/etc/pam.d/system-auth’ from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-ethO' from RCS repository
INFO: Removing ‘/etc/php.d/zip.ini' from RCS repository

INFO: Removing ‘/var/lib/prelink/force' from RCS repository
[admusr@rlghnc-sds-QS ~]$

Query Server: $ifconfig |grep in
bond0  Link encap:Ethernet HWaddr 98:4B:E1:74:16:34

I:‘ 1) Verify tha.t the I.MI bond0.4 Link encap:Etherpe
IP address input in .

Step 12 has been
applied to “bond0.4”. bondl Link encap:Ethernet HWaddr 98:4B:E1:74:16:36

2) Verify that the XMI ethO1  Link encap:Ethernet HW 14B:E1:74:16:34
IP address input in eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:16:36
Step 13 has been ethll Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
applied to “bond1”. eth12  Link encap:Ethernet HWaddr 98:4B:E1:74:16:36

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
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40.

[]

Query Server:

From the Query
Server, “ping” the
IMI IP address
configured for SDS
Server NOAM A.

$ ping —c 5 169.254.100.11

PING 169.254.100.11 (169.254.100.11) 56(84) bytes of data.

64 bytes from 169.254.100.11: icmp_seq=1 ttI=64 time=0.021 ms
64 bytes from 169.254.100.11: icmp_seq=2 ttI=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp_seq=3 ttI=64 time=0.006 ms
64 bytes from 169.254.100.11: icmp_seq=4 ttI=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp_seq=5 ttI=64 time=0.006 ms

--- 169.254.100.11 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.006/0.014/0.021/0.007 ms

Query Server:

Use “ping” to verify
that the Query
Server can reach the
configured XMI
Gateway address.

$ ping —c 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1: icmp_seq=1 ttl=64 time=0.018 ms
64 bytes from 10.250.55.1: icmp_seq=2 ttI=64 time=0.016 ms
64 bytes from 10.250.55.1: icmp_seq=3 ttl=64 time=0.013 ms
64 bytes from 10.250.55.1: icmp_seq=4 ttl=64 time=0.016 ms
64 bytes from 10.250.55.1: icmp_seq=5 ttI=64 time=0.011 ms

--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.014/0.018/0.005 ms

Query Server:

Use the “ntpq”
command to verify
that the server has
connectivity to the
assigned NTP
server(s).

$ ntpq -np

remote  refid st t when poll reach delay offset jitter

+10.250.32.10 192.5.41.209 2u 184 256 175 0.220 46.852 35.598
*10.250.32.51 192.5.41.209 2u 181 256 377 0.176 7.130 22.192

Query Server:

Execute a
“syscheck” to verify
the current health of
the server.

$ sudo syscheck
Running modules in class hardware...
OK
Running modules in class disk...
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
$
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Query Server: $ exit
44, y
I:' Exit to the login
prompt.
45 Primary SDS VIP: M Maakeon ~  Main Menu: Configuration -> Server Groups
. =1 {2y Administration
|:| Select... [] General Options
+| () Access Control
. +| () Software Management Server Group Name Level Parent Function
Main Menu = (23 Remote Servers
9 Configuration _'j LDAP Authenticatio
[} SNMP Trapping sds_no_arp A NONE sDs
- Server Groups ) Data Export
[7) DNS Configuration
...as shown on the S & Confguration
. = iy Networking
right. [ Networks
[7) Devices
[7) Routes
[ senvices q
[ servers
[1) server Groups
[7) Resource Domains
[ Places
46 Primary SDS VIP: Main Menu: Configuration -> Server Groups
. [ Ml «
|:| The user will be
. Sorver G Marw Lovet Parenrt Furctoe Consecton Count  Sersar
presented with the N " S - X - -
“c nfi uration 9 Fotand Diarart SDS NE  NE WA Pref DEFAT
ong .o S ol e Py 9
Server Groups” s r0t 10 245,108 24
screen as shown on
the right
Primary SDS VIP: . .
47. Main Menu: Configuration -> Server Groups
1) Using the mouse,
|:| select the SDS
Server Group
associated with t_he Server Group Name  Lewel Parent Function ggzzfmun servers
Query Server being
installed. Metwork Element: SDS_NE N
=ds_no_gm A NOME s0S 1 ge“"e’ Node HA F
2) Select the “Edit” Semon
dialogue button from
the bottom left corner
of the screen.
<
Insert Edit = Delete Report
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Result

48.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration = Server Groups [Edit]

Modifying atiributes of server group : sds_no_grp

Fleld

Zarver Group Hames *

Lavel =

Parant *

Function

value

sds_no_grp

NONE [+]

WaAN H.BFI”GB‘H on Connectlon Count 1

SDS_NE [ Prefer Network Element as spare

Sarear

sde-no-3

sde-no-b

ga-ade-1

WIP Arslgnment

WIP Address

3G Incluslan

Include In 3G

A Inclede In 5G

O Inclede In 5G

Description

Unigue Identifier ueed to Iabal 2 Servar Group. [Deta

Sglact one of the Levals supported by the Eystem [A

Sedact an axisling Server Group [A value ls required.

Sedect one of the Funclilons supparted by the eystem

Spacity the number of TCP conneciione that will b2 L

Praferrad HA Rola

D Prafer serniar a8 spars

D Prafer server as gpara

D Prafer sendar 25 spara

Ldd

49,

Primary SDS VIP:

Select the “Query
Server” from the list
of “Available
Servers in Network
Element” by clicking
on the check box next
to its name.

Server

sds-no-a

sds-no-b

qs-sds-1

5G Inclusion

Incude in SG

Indude in 3G

Incdude in SG

Preferred HA Role

[[] Prefer server as spare

[[] Prefer server as spare

[ Prefer server as spare
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Step Procedure

Result

Primary SDS VIP:
50. y

I:' Click the “Apply”
dialogue button from
the bottom of the

screen.

VIP Address

10.240.108.24

Remowe

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Ok Can-:'.el

Main Menu: Configuration -> Server Groups [Edit]

= Data committed!

Fumction *

WAN Replication Connection Count

Erver group : sds_no_grp

Salect one of the Fu

S0S [+]

1 Specify the number

50 Primary SDS VIP:

Select...

Main Menu
- Alarms & Events
- View Active

...as shown on the
right.

= =} Main Menu
1 4l Admninistration 2
%) Genersl Options
= [ Access Cantrol
= [ Software Management
I ‘3 Remote Servers
[]] LDAF Authenticatic
:I SMMP Trapping
[]] Data Expont
[7] DONS Corfigurstion
=1 4 Configuration
T ‘3 Metworking
[ Metworis
:I Dievices
[] Foutes
:I Sarvices
[] serers
[ server Groups
[[] Resource Domains
[ Flaces
[] Fizce Associstions
= (1 DSCP
= i) Alarms & Events
[ view Active
[ view History
[ view Trap Log

Main Menu: Alarms & Events -> View Active

O

sds_no_grp

Event ID Timestamp
Seq #

Alarm Text

21283 2018-05-05 11:38:25.354 EDT
Ga

Lost Commumnication with server

21283 2018-05-05 11:32:25.248 EDT
18

Lost Communication with server

10200 2018-05-05 11:38:23.040 ECT
&3

Remote Datzbase re-initialization in progress

14101 2018-05-05 10:40:40.471 ECT
60

Mo Remote Connections

32532 2018-05-05 10:31:42.582 EDT
2

Sarver Upgrade Pending Accept/Reject

32532 2018-05-05 08:38:07.517 EDI
2R
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53 SDS VIP Main Menu: Alarms & Events < View Active (Filltersd)
Verify that Event ID (== e - o=r]
10200 (Remote
Database re- Tt © Tewstry Soverey Prosen Procen L
initialization in Ty Abare Fact St e
progress) is present o . ez 2 — : waicatons you m
with the Query Tavce Dumase votezrce - sogren Terew Dexsm v ot )
Server hosthame in
the “Instance” field..
MONITOR EVENT ID 10200 (Remote Database re-initialization in progress).
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.
54 Primary SDS VIP: = _—g‘,i:i::f::;minr ~ Main Menu: Status & Manage -» Server
Select... 5] General Options T
|:| = ] Access Contral
) &) [ Software Management Server Hostname Network Element
Main Menu = '—";Txf:ﬁ - gs-sds-1 SDS_ME
nucatio
- Status & Manage ) =P Trsgping sds-no-a SDE_ME
- Server [] Dsta Export sds-no-b S0S_NE
[1] DMS Configurstion
= ‘= Configuration
...as shown on the = 3 Networking
rlght [ Metworis
[] Devices
[ Routes
j Sanvices
j Servers
j Server Groups 1
3 Resgurce Domains
j Flaces
[] Pi=ce Associations
@ [ DscP
= ‘- Alarms & Events
j View Active
j View History
j View Trap Log
& (1 Security Log
= 4 Status & Manage
77 Network Elements
7Y Server
T HA
55 Primary SDS VIP: Main Menu: Status & Manags > Server
D Verify that the “DB =1
and Reporting st Ve et i = = Protgiws e
Status” status == = = == T
columns show o == = = =
“Norm” for the Query | _.. — — - ——

Server at this point.
The “Proc” column
should show “Man”.
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Result

56.

[]

Primary SDS VIP:

1) Using the mouse,
select the “Query
Server” hostname.
The line entry should
now be highlighted.

2) Select the
“Restart” dialogue
button from the
bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation
message (in the
banner area) for the
“Query Server”
stating:
“Successfully
restarted
application”.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Restart” dialogue
button visible.

Server Hostame

IGN.D-'

Patwark Element

oz v

Status

oo

NG

S0 w
S0E_NE

] Metworics
3 Devices
[ Routes

[ =ervices

] Servers

j Server Groups

[] Resource Domains

[ Places

Stop

Message from webpage

Restart

(> )

Reboot = NTP Sync

Are you sure you wish to restart application software
on the following server(s)?
gs-sds-1

[ oK

Cancel

J |

Main Menu: Status & Manage -> Server

Server Host o

gs-5ds-1

= g5-5d5-1: Successfully restarted application.

sds-noc-a

sds-no-b

Report

Appl State

Enabled
Enabled

Ensbled

e

Marm

Marm

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
the “Query Server”.

Server Hostname

gs-5ds-1
sds-no-a

sds-no-b

Network Element

SOS_MNE
SDS_ME
SDS_ME

Appl
State

Ensbled
Enabled

Enabled

Alm DE

Warn
ENEE Mo

Warn

Mo

Morm

Reparting
Status

Mam
Morm

Morm

Proc

Morm

Morm

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

[] Pause Updstes | Help

Logged in Account guiadmil‘lﬂ | Log Out
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OAM Installation for the DR SDS NOAM site

Assumptions:

This procedure assumes that the SDS Network Element XML file for the Disaster Recovery SDS

Provisioning site has previously been created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files

can exist on any accessible drive.

Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

1.

[]

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
SErver.

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

";3' Continue to this website (not recommmended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Tue May 21 143424 2016 EDT

This application i5 designed 10 woek with mos

Login
Enter your usemame and password to log in

Usemame
Password. |

Change passwd

Log in

Walooem

o ihe Orade Syatem Login

modern HTMLS compliart trowsers and uses doth JaaSaipt
ano cookies Please refer 1o ;e Cuacie Software Wab Browsar Supoort Policy for getals

Unauthorzed access is prohidasd

Qracie 300 Java ae regvataned rademanks of Oracie Coparahion andor £5 amiaias
OMer Names may 06 Iraoemarks of Iheir resDectve OWNars

Copyngnt © 2010, 2016, Ovacis andiov ks afitalas Al ngia resened
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Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

= Lo

Communications Diameter Signal Router Full Address Resolution

Main Menu: [Main)

s () Acmemwraton

] Metuoriy

Thas & the iar-Oulvid sellon Pk
1230 bo mOBSed ywng T Taney Ots g T Azt

Lagn Name: geaaman
Last Lagin Time: 02200000 600 0
Lt Logie ¥:
Racent Farled Logn Azompts: O

Primary SDS VIP:

Main Menue Contiguration < Networking > Netwarks

screen...

Select the
“Browse” dialogue
button (scroll to
bottom left corner of
screen).

4.
Select... —
s v St Type  Dwms Lecor  Rooks AN — —y
Main Menu )
- Configuration
- Network Elements 4 - >
...as shown on the o o
right. o
Primary SDS VIP: -
5. [Re— Aegon nsert Bt TO 1/at 2 mew Network -Q‘v‘; UOME 3 vl configurpdon Ye|
I:' From the _ —
Configuration / iz ek,
Network Elements . o B
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Step Procedure Result
|:| Note: This step Lookin [~ USEE | I =
assumes that the 5 [BS00_HO_DEV.rw. st
xml files were M“;Tg =INO_pEV.ne.xad
previously prepared, Doty |1 30-PtV ol
as described in &
Appendix E. u
Deskiop
1) Select the =/
location containing My Documerds
the site .xml file. i!
My Compube
2) Select the .xml b
file and click the
“Open” dialogue M,P)&,:-AL Fle pame: [oR_NO_DEV remi .| | Qpan I
button. Feoppe [T T o |
Primary SDS VIP: s i Gt S Lot ikl Al
7. veart Repert Srvert Eleneel S crmade @ few Metatet Care! uoced 4 Lasd onigasan De
C WWeers'gupes Oeshty  Drpwse Liphran File
|:| Select the “Upload e m s o v ks e sl
File” dialogue
button (bottom left (AR
corner of screen).
Primary SDS VIP: =
8. ORACLe ~ ] 1] Lall "~ ‘Rl Lt AL N ial o
|:| If the values in the =
xml file pass - 5:';0:::“_““ Main Menu: Configuration -> Networking -> Networks
validation rules, the = 3 Configration -~
user must select the T 3 Natworkng
‘ s . Info
Info’ box to receive ) Networks
a banner information 3 ;-r.'(ee o l * Natwork Elnant ESent JUCcassis om AmpdSDE NO i
. oL
message showing j s«.-w:; TNEWWOTK NESE  Nelwonk Iype  Detsull Locked  Rowted  VLAN
that the data has »
been successfully
validated and Main Menu: Configuration -> Networking -> Networks
committed to the .
DB o -
3lobal | SDS_ME
Configured
Network Naine Network Type  Defaull  Locked  Routed  VLAN onured. Network
bt DAM Yes Yes Yes 14 Q 10 240 108 076
LMY OAM No Yes N L 0 168.204 2 026
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Ok | Apply || Cancel

Step Procedure Result
Primary SDS VIP: — hain Menu . . .
9. = o ~ Main Menu: Configuration -> Servers
I:I 1) Select = ‘] Administration
':-;','l General Options _
) = [ Access Control
Main Menu = [ Software Management Hostname Role
- Configuration o 3 Remote Sarvers
9 Servers 3 LDOAP Authenticatio sds-no-3 Metwork SAMEP
() SNMP Trapping
I sds-no-b Metwork CAMEP
Data ort
...as shown on the B ohS E:m -
right. j - s 5-5d5-1 Query Server
=1 4 Configuration a ¥
= sl Mebworking
2) Select the ) Networks
“Insert” dialogue 1) Devices
button (bottom left 7 Routes
corner of screen). )
[ Services
[ servers
[]] Server Groups
L}
:I Resource Diomains
[7] Places
[] Piace Assodiations
= (] DscP
2 44 Alarms & Events
[ view Active
e .
Primary SDS VIP: -
10. y Adding a new server
I:' The user is now
presented with the Attribute valus Deacrip
“Adding a new
server” I Unigua r
configuration b walug |5 |
screen.
Rals * - Szlect Rale - ] Selzci th
Syatem IO Sysiem |
Hardware Proflla 505 HP Rack Mount ﬂ Hardhwar
HWetwork Element Heme * - Unassigned - w| Belecith
Location Location
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

Primary SDS VIP:

. . Unigue name for the server. [Defauli
|:| InpUt the aSSIQned Hostname dr-sds-no-3 alphanumeric and end with an alpha
“hostname” for DR

NOAM Server.

Primary SDS VIP:

12.
« - Select Role -
|:| Select “NETWORK Raole * NETWORK Salect the
OAM&P” for the SYSTEM QAM
server “Role” from MP
the pull-down menu. QUERY SERVER
System 1D System D
Primary SDS VIP:
13. y
I:' Input the assigned System ID LEEE T System ID for
hostname again as

the “System ID” for
the SDS DR Server
(A or B).
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Step

Procedure

Result

14,

[]

Primary SDS VIP:

For Gen8 Server:

Select “SDS HP
Rack Mount” for the
Hardware Profile
for the SDS from the
pull-down menu.

For Gen9 Server:
Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest v

SDS TVOE Guest
SDS HP c-Class Blade V0D
S0S HP c-Class Blade V2
S0S Cloud Guest
SDS HP Gen% Rack Mount
SDS HP c-Class Blade V1
SDS ESX| Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name =

Location

Ok Apply Cancel

For Gen9 select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest ¥

5DS TVOE Guest

SDS HP ¢-Class Blade VO
SDS HP ¢-Class Blade V2
SDS Cloud Guest

SDS HP c-Class Blade W1
SDS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Metwork Element Name *

Location

Ok Apply Cancel

Primary SDS VIP:

Select the Network
Element Name for
the SDS from the
pull-down menu.

. i -
e ———

Select Me network slement (A value is reguired |

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,
as seenin Step 17.
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Step Procedure Result
Primary SDS VIP:
16. Location bangalore Location description [Defaut
I:' Enter the site
location.
NOTE: Location is an optional field.
SDS Server NOAM
17. A
XM (10.240.108.0726) 10.240.108.13 xmi[w] [ wLAN (14)
1) Enter the
MgmtVLAN IP
address for the DR IMI (169.254.2 026) 169.254.2.3 imi [w] [ WLAN (15)
SDS Server.
2) Set the SDS Server VLAN
MgmtVLAN (DR NOAM) Network IP Address Interface Checkbox
Interface to MgmtVLAN 169.254.1.14
7] ] gm . i
“bﬁndlg” t{;ndVLAN DR SDS-A bondo /
¢hec e IMI 169.254.100.14
checkbox.
MgmtVLAN 169.254.1.15
DR SDS-B bond0 /
3) Enter the IMI IP IMI 169.254.100.15

address for the DR
SDS Server.

4) Set the IMI
Interface to
“bond0” and
“check” the VLAN
checkbox.

NOTE_1: These IP addresses are based on the info in the NAPD and the Network Element

Config file.

NOTE_2: The MgmtVLAN should only be present when 4948E-F AggregationSwitches are
deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the IMI
network values shown above still apply.
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
18 1) Enter the
: customer assigned -
XMI IP address for SDS Server | twork |, VLAN tagging Interface VLAN
the DR SDS Server. (DR NOAM) (on XMI network) Checkbox
Layer 3 DR SDS NOAM No bond1 h_4
(No VLAN tagging Server XMI
used for XMI) (AorB) Yes bond0 /
2) Set the XMI
Interface to
“bond1” and “DO
NOT check” the 11 CAUTION!!!|
VLAN checkbox. It is crucial that the correct network configuration be selected in Steps 17 & 18 of this
-OR - procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DR SDS installation procedures over from the beginning.

Layer 2
(VLAN tagging used
for XMI)
2) Set the XMI
Interface to
“bond0” and
“check” the VLAN
checkbox.

19 SDS Server NOAM NTP Servers:

A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click
the “Prefer”
checkbox to prefer
one NTP Server
over the other.

NTP Server IP Address Prefer

NTP Servers:

NTP Server IP Address Prefer Add
10.250.32.10 O Remove
NTP Servers:

NTP Server IP Address Prefer o
10.250.32.10 Remove
10.250.32.51 Remove
10.250.32.129 Zi Remove

Ok Cancel
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Step

Procedure

Result

20.

[]

Primary SDS VIP:

1) The user should
be presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
o = Pre-validstion passed - Data NOT committed ...
"Atiribute Value

Hostname * dr-sds-no-a

Network IP Address

XMI {10.240.108.0/26) 10.240.108.13

IMI (169254 2 0/26) 16925423
NTP Servers:
NTP Server IP Address Prefer
10.250.32.10 O

Ok Apply Cancel

Interface

®miv| [ WLAM (14)

imi (][] VLAM (15)

Remove

Primary SDS VIP:

If the values
provided match the
network ranges
assigned to the NE,
the user must select
the ‘Info’ box to
receive a banner
information
message showing
that the data has
been committed to
the DB.

Main Menu: Configuration -> Servers [Insert]

______ Info, =}
Info
o - Dats committed!
“Atiribute Value
Hostname * dr-zdz-no-a

92




SDS Initial Installation and Configuration F56657-01
Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)
Step Procedure Result
Primary SDS VIP: i
= Ntain b - - -
22. A_:';C . ~  Main Menu: Configuration -> Servers
= - menistrabion
Select...
5] General Opti -
[] ) Gonea Cps
Main Menu = [0 Software Management Hostname Role System ID
B ) = ‘] Remote Servers
- Configuration [) LDAP Autheniicatio sds-no-a Metwork OAMER sds-no-a
- Servers [£] SNMP Trapping
j Data Expart sds-no-b Metwork OAMEP sds-no-b
[7] NS Configuration
...as shown on the = 3 Configuration gs-sds-1 Query Server
right. = 3 Metworki
9 < "enworking dr-sds-no-a MNetwork JAMEP dr-sds-no-a
j MNetworis
[ Deviees
[ Routes
[] senvices
j Servers
j Server Groups.
"
[] Rescurce Domains
[] Places
j Plape Associstions
= [ DscrP
= i Alarms & Events
[ view Active
j Wiew History
23. Prlmary SDS VIP: Main Menu: Configuration -> Servers
Sun Jun 05 15:13:23 2016
D On the
“Configuration
eservers” Screen, Hostname Role System 1D Server Group :Ie:;::‘: Location Place Details
flnd the neWIy added sds-no-a ﬁ;‘;;‘; sds-no-a sds_no_grp SDE_ME Bangalore m?|118[;22‘;i 12[:2'18
DR NOAM server in Network Al 10.240.108.21
the ||St sds-no-b Qr-\?.:;F' sds-no-b sds_no_grp SDE_NE Bangalore II\"I.I:.159..‘254..2.‘10.1
r)' Server sds_no_grp SDE_ME Bangalors m;II]éI:gE:‘;]QE?:za
dr-sds-no-a ﬁ“;‘; dr-sds-no-a SDE_NE Bangalore m;"ﬂsl:g::‘gggw
Primary SDS VIP: Main Menu: Configuration -> Servers
24. Sun Jun 05 15:13:2
I:' Use the cursor to
select the new DR Network _ )
NOAM server entl’y Hostname Role System 1D Server Group Element Location Place Details
Steps10 -21 S e e mae s
eps - . . -
p sds-no-b gﬁ;::;g sds-no-b sds_no_grp SDS_ME Bangalore mﬁlﬂa[;:;‘:‘éiét?fl
The row Containing gs-sds-1 Query Server sds_no_grp SDS_ME Bangalore m;’II]lﬁ[i:;:z‘.“_i;E?:QB
the server should |rscsnos Sherersseres |SoRNE | cengln _—
now be highlighted. : : : : :
25 Pri mary SDS VIP: dr—sds-nn-a mﬁ dr-sds-no-a SDS_NE Bangalore m‘:ugiﬁ‘;ﬂg =
Select the “Export”
|:| dialogue button
(bottom left corner of
screen). Insert || Edit | Delete | Export || Report
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Step

Procedure

Result

26.

[]

Primary SDS VIP:

The user must
select the ‘Info’ box
to receive a banner
information
message showing a
download link for the
Server configuration
data.

Click on the word
“downloaded” to
download and save
the SDS DR NOAM
server configuration
file.

Main Menu: Configuration -> Servers

[ Fiterr =] info  =!
Info

(1)

e

ation
= Exported server dsta in TKLCConfigData.dr-sds-no-a.sh be downloaded

SOS-TIOE SIS gIF Soo_ME oaEngalon

Hostname

sds-no-a DAMEF

Primary SDS VIP:

1) Click the “Save”
dialogue button.

2) Save the SDS DR
NOAM server
configuration file to a
USB flash drive.

Fite Download X
Do yuis sl 1 pean on 2w s lile?
...] Naaw TR CCoof g Dwta. onaschibislz-a o

Tupe s o s, 2 3162
Fiom 1025055125

[ opem [ sae | [

Lancal ]

Wi s on the Inteinat cor e aslu, some Aes can potenmsd)
hamn vour coerguten. If you do rot i the seurce. co rot cpsn o
save this e What's 12

Dazkag

My Docamans
Wy Lerosw

BT TR v

Lave g Dot v

[ Corcut |

Fie pe

My N rnh

SDS DR NOAM
Server:

Access the server
console.

Connect to the SDS DR NOAM Server console using one of the access methods described
in

Section 2.3.
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[]

1) Access the
command prompt.

2) Log into the
server as the
“admusr” user.

Step Procedure Result
29 SDS DR NOAM login: admusr
: Server:

Using keyboard-interactive authentication.
Password: <admusr_password>

SDS DR NOAM
Server:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
the server.

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS DR NOAM
Server:

Output similar to that
shown on the right
will appear as the
USB flash drive is
inserted into the
SDS Server front
USB port.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

SDS DR NOAM
Server:

Verify that the USB
flash drive’s partition
has been mounted
by the OS

$ df |grep sdb
/dev/sdbl 2003076 8 2003068 1% /media/sdbl
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Step Procedure Result

SDS DR NOAM $ sudo cp —p /media/sdb1/TKLCConfigData.dr-sds-no-a.sh /var/TKLC/db/filemgmt/.
33. Server:
|:| Copy the

configuration file to

the SDS server with
the server name as
shown in red

SDS DR NOAM
Server:

Copy the server
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.dr-sds-no-a.sh
Ivaritmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SDS DR NOAM
Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR = 3-20 MINUTES ***
Broadcast message from admusr (Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

NOTE: The user should be aware that the time to complete this step varies by server and
may take from 3-20 minutes to complete.
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Step Procedure Result
36 SDS DR NOAM
: Server:

[]

Remove the USB
flash drive from the
USB port on the
front panel of OAM
server.

CAUTION: ltis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS Server NOAM

$ date

37. )
AorB: Mon Aug 10 19:34:51 UTC 2015
Verify that the
desired Time Zone
is currently in use.
38 SDS Server NOAM | Example: $ sudo set_ini_tz.pl <time_zone>

A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to
the next step.

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

Server NOAM A:

Initiate a reboot of
the OAM server.

$sudo init 6
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Step Procedure Result
40 SDS DR NOAM [rootBhostname132267¢ I init
Server: )

Wait ~9 minutes

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

(rootBhostname 132267 It bonding: bond8: Removing

hond# ethdZ

} il \
in use by bondH et

bond ing Warning: the permanent HWaddr of

till the HWaddr of ethBZ to a diff
mf lict
hondH interface ethdZ

ethlZ the
lave #thlZ

yana 104 re leas Ing at tive

onding: bondB: making interfac new active one
bonding: bond8: Removin
ethl

hanging MU from 1588

ethdl

' ace

relea: Ing active inte

bond ing hondf

1888+ HBAH :H7 W8 B 1584

ethl

bonding: bondl: Removing lave

SDS DR NOAM
Server:

1) After the reboot,
access the
command prompt.
2) Log into the
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

SDS DR NOAM
Server:

1) Verify that the IMI
IP address input in
Step 18 has been
applied to
“bond0.4”.

2) Verify that the
XMI IP address
input in Step 17 has
been applied to

$ifconfig |grep in
bond0 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
bond0.4 Link encap; 88:4B:E1:74:15:2C

vvact

eth01 Link encap:Etherné :4B:E1:74:15:2C
eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
ethll Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
ethl2 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
lo  Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

“bond1”.
43 SDS DR NOAM $ ntpg -np
Server B: remote refid  sttwhen poll reach delay offset jitter

Use the “ntpq”
command to verify
that the server has
connectivity to the
assigned Primary
and Secondary NTP
server(s).

+10.250.32.10 192.5.41.209
*10.250.32.51 192.5.41.209

2u 59 64 377 0.142 -2468.3 99.875
2u 58 64 377 0.124 -2528.2 128.432
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Step Procedure Result

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.
2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN RESTART
THIS PROCEDURE BEGINNING WITH STEP 44.

SDS DR NOAM $ sudo syscheck
44, S . . .
erver: Running modules in class hardware... OK
|:| Execute a Running modules in class disk... OK
“syscheck” to Running modules in class net... OK
verify the current Running modules in class system... OK
health of the server. | Running modules in class proc... OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
SDS DR NOAM $ exit
45. Server:
: logout
|:| Exit from the
command line to
return the server
console

e Configure DR SDS Server B by repeating steps 9 - 45 of this procedure.

IF 4948E-F SWITCH CONFIGURATION HAS NOT BEEN COMPLETED PRIOR TO THIS STEP, STOP AND
EXECUTE THE FOLLOWING STEPS:

=l

1) APPENDIX D.1
2) APPENDIX D.2 (Appendix D.2 references Appendix D.3 where applicable).
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Step Procedure Result
DR SDS Server $ ping —c 5 169.254.100.15
47. | NOAM A:
- PING 169.254.100.14 (169.254.100.15) 56(84) bytes of data.
|:| 64 bytes from 169.254.100.15: icmp_seqg=1 ttI=64 time=0.021 ms
From DR SDS 64 bytes from 169.254.100.15: icmp_seq=2 ttl=64 time=0.011 ms
Server NOAM A, 64 bytes from 169.254.100.15: icmp_seq=3 ttl=64 time=0.020 ms
ping” the IMI IP

address DR SDS
NOAM Server B.

64 bytes from 169.254.100.15: icmp_seq=4 ttl=64 time=0.011 ms

64 bytes from 169.254.100.15:

--- 169.254.100.15 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.017/0.023/0.005 ms

DR SDS NOAM
Server(s):

A&B

Use “ping” to verify
that the DR SDS
NOAM Server can
now reach the local
XMI Gateway
address.

$ ping 10.250.55.161

PING 10.250.55.161 (10.250.55.161) 56(84) bytes of data.

64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:
64 bytes from 10.250.55.161:

icmp_seqg=1 ttl=64 time=0.021 ms
icmp_seq=2 ttl=64 time=0.017 ms
icmp_seq=3 ttI=64 time=0.017 ms
icmp_seq=4 ttI=64 time=0.022 ms

icmp_seq=5 ttl=64 time=0.012 ms<CTRL-C>

--- 10.250.55.161 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

49,

DR SDS Server(s):
A&B

Use “ping” to verify
that the DR SDS
Server can now
reach the Primary
SDS VIP address.

$ ping —¢ 5 10.250.55.126

PING 10.250.55.126 (10.250.55.126) 56(84) bytes of data.

64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:
64 bytes from 10.250.55.126:

icmp_seq=1 ttl=64 time=0.021 ms
icmp_seq=2 ttl=64 time=0.017 ms
icmp_seq=3 ttI=64 time=0.017 ms
icmp_seq=4 ttI=64 time=0.022 ms

icmp_seq=5 ttl=64 time=0.012 ms<CTRL-C>

--- 10.250.55.126 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

THIS PROCEDURE HAS BEEN COMPLETED
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5.5

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to

OAM Pairing for DR SDS NOAM site

values other than the ones referenced by that step.

Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy

Server.

We recommend that you close this webpage and do not continue to

& Click here to close this webpage.

";:i' Continue to this website (not recommended).

® More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Tue May 21 143424 2010 EDT

Oracle System Login

Login
Enter your usemame and password to log in

Usemame:
Password. |

Change password

Log n

Walcome to ihe Orade Syatem Login

This application 15 designed 10 woek with most modern HTMLS compliart browsers and uses doth JaaSaipt
anc cookies Please refer 1o e Quacie Software Wab Browsar Support Policy for detals

Unauthorzed access is prohidasd

Qracie 3nd Java & regvaiened Yademarnks of racie Coparation andior #5 aMiaas
OMev Names may 06 Irademarks of Iheir respectve OWnNars

Copyrignt © 2010, 2016, Qracie andiov s afitatas All ngia resened
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Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

= 2 Ve

Communications Diameter Signal Router Full Address Resolution

s 1) Aareswrater
= g Corfgurster
=1 Nty

Y Metworey

Main Menu: [Main)

Tha & e chr-Oufvd

1230 bo mOBSed yeng T Tanew Optony

Lagn Neme:
Last Lagin Time: 002

SO Pk
Ty e T ATt

QO
$00-00 3603 09

Lawt Logle ¥:
Racent Farled Logn Amempns: O

Primary SDS VIP:
Select...
Main Menu

- Configuration
- Server Groups

...as shown on the
right.

= = Msin Menu
= {5 Administration
] Genersl Options
= [ Access Contral
& [ Software Management
I {a Remote Servers.
[] LDAP Authenticatio
j SMNMP Trepping
j Diata Export
[] DS Corfiguration
= o Configuration
=1 ‘{a Networking
[ Metworks
[] Devices
j Routes
[ services
j Senvers
:| Server Groups
[] Resource Domains
j Flaces

:| Place Associations

e

Main Menu: Configuration -> Server Groups

Server Group Name

sds_no_grp

Level Parent

A NONE

Function

505

Conrme
Courny
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Step

Procedure

Result

5.

[]

Primary SDS VIP:

1) The user will be
presented with the
“Server Groups”
configuration screen
as shown on the
right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server Groups

Server Group Mame Level Parent Function

sds_no_gnp A MNOME sDs

L e
= (3 Alarms & Events
[] View Active
[] View History
] View Trsp Log
3] (2] Security Log
= (_y Status & Mansge
7% Network Elemants
13 Server

TR A

Insert

Connection
Count

Sun Jun 05 15:28:42 2016

Servers

Metwork Element: $D5_NE  MNE HA Pref: DEFAULT

Node HA Pref VIPs
10.240.108.24
10.240.108.24
10.240.108.24

Server
gs-zds-1
sds-no-a
sds-no-b

Report

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Mame *

Lewvel *

Parent *

Function *

WAN Replication Connection Count 1

Ok Apply Camcel

Value

- Select Level - v|

- Select Parent - v |

- Select Function - v|

Description

Unique identifier used to lab:
‘Walid characters are alphanu
start with a digit.] [A value is

Select one of the Levels sup
servers. Level B groups are
senvers.] [A value is reguired

Salect an existing Server Gnt

Select one of the Functions :

Specify the number of TCP ¢
associated with this Sarver C
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Select “A” on the
“Level” pull-down
menu.

Step Procedure Result
7 Primary SDS VIP: Field Value Description
I:' Input the Server
Group Name. Unique identifier used
Server Group Name * dr_sds_arp \alid characters are =
start with a digit.] [A v
Primary SDS VIP:
8
- Select Leval -

Select one of the Levels supported by the s

Level * .
contain SOAM servers. Level C groups con

Primary SDS VIP:

Select Parent

“NONE” on the pull-

down menu.

- Select Parent-
NOMNE

Parent * Select an existing Server Group or NOMNE [A valus iz required.]

Primary SDS VIP:

Select “SDS” on the

“Function” pull-
down menu.

- Select Function -
NCONE

Function * SDS

Select one of the Functions supported by the system [A value is required.]

Primary SDS VIP:

1) The user should be

presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”

dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

...... Info =
Info
o = Pre-Validation passed - Data MOT committed ...
Field Value Description

Unique identifier used tc

Server Group Mame * dr_sds_agrp Valid characters are alp
start with a digit.] [A val
Parent * MOMNE ﬂ Sale
Function * 305 [] Sale

Spe

WAN Replication Connection Count 1
850

Ok Apply Cancel
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Step

Procedure

Result

12.

[]

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

Imfa* =
Info
o = Data committed!
Field Value Description
Unique identifi
Server Group Name * dr_sds_grp alid characte

start with a dig

Primary SDS VIP:

= =) Main Menu

. Main Menu: Configuration -> Server Groups

|:| Select =1 {4 Administration
2] General Opdions
iter* =
) = [ Access Control
Main Menu = [ Software Management .
S Configuration = =3 Remote Servers Server Group Name Level Parent Functicn
- Server Groups [ LDAP Authenticatio dr_sds_grp A NONE s0s
:‘ SMNMP Trapping
[7] Data Export
...as shown on the i
right [} DNS Configurtion sds_no_gmp A NONE sDS
! = 3 Configuration
=1 i Metworking
3] Metworks
:‘ Devices
[] Routes
:I Sarvices
:‘ Servars i
[] server Groups
:I Resource Domains
:‘ Places
[] Fl=ce Associstions
= [T DSCP
14 Primary SDS VIP: Main Menu: Configuration -> Server Groups
) Sun Jun 05 15:33:11 201
I:' The Server Group
entry should be :
ShO\EIVn on the Server Group Name Level Parent Function gg::chon Servers
“Server Groups” dr_sds_grp A NONE 508 1
configuration screen Network Element: SD5_NE  NE HA Pref. DEFAULT
Se Node HA Pref VIPs
as shown on the sds_no_grp A MONE sDs 1 q;.;:.r1 - " 10.240.108.24

right.

sds-no-a
sds-no-b

10.240.108.24
10.240.108.24
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Insert Ect  Delete  Report

Step Procedure Result
15 Primary SDS VIP: Main Menu: Configuration -> Server Groups
|:| 1) Select the Server P
Group entry applied SenverGrow Name  Level Pasent Function  Comeston ooy
in Step 12. The line - T Ty
B ) 1
entry Sh0u|d now be !".‘.‘-"’ .‘l“ l ..e ..... ! Rcran SRR | [ SR———" w . - .“: : OE;M
. . . Notwors Eemere SOS_NE  NE A Pref T
highlighted in. oyt -
sy _re pw - NoNE s0s Ee .24 10324
azn-n-a 10.243. 10834
00D 024210524
2) Select the “Edit” ‘
dialogue button from [ _ses gw A [wone I [ [
the bottom left corner Nutwon Ewmers S04 NE NE i Pred DEFAULT
of the screen. e A TN - e e
s
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)
Step Procedure Result
Primary SDS VIP: ] ) ) ]
16. Main Menu: Configuration -> Server Groups [Edit]
I:' The user will be
presented with the
“Server Groups
Edit]” screen as s .
Ec,hovv]n on the right. Modifying attributes of server group : dr_sds _grp
Level * Fiy ﬂ Select one of the Levels suppt
Parent * MOME 1' Select an existing Server Grov
Function * SDs ﬂ Select one of the Functions su

WAN Replication Connection Count 1

505 _NE [ | Prefer Network Element as spare

Specify the number of TCP co
associsted with this Sarer Gn

Server 5G Inclusion Preferred HA Role
dr-sds-nio-a [0 Include in SG [] Prefer server as spare
VIP Assignmernt
VIF Addi
ress Add
Ok Apply  Cancel
17 Prlmary SDS NOAM Server 5G Inclusion Preferred HA Role
: VIP:
|:| Select the “A” server dr-sds-no-a Inciude in 5G [[] Prefer senser as spare

and the “B” server
from the list of
“Servers” by clicking
the check box next to
their names.
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

18.

[]

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Info

L4

Info

1)

= Pre-validstion passed - Data NOT committed ...

Field

Server Group Mame *

Lewel *

Value

dr_sds _grp

I
[<]

WIP Assignment

VIP Address

Ok Cancel

Description

Unique identifier used to =
Walid characters are slpha
start with a digit.] [A value

Select one of the Lewvels s

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

= Data commitied!

Server Group Name *

Lewvel *

Value

dr_sds_agrp

=
[<]

erver group : dr_sds _grp

Description

Unique identifier used
‘falid characters are al
start with a digit.] [A vs

Select one of the Lewve

Primary SDS NOAM
VIP:

Click the “Add”
dialogue button for
the VIP Address.

VIP Assignment

VIP Address
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

21.

[]

Primary SDS NOAM
VIP:

Input the VIP
Address

VIF Addi
ress Add

10.240.108.28

Remove

Ok Apply Cancel

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Infoa =
Info
o = Pre-Validation passed - Data MOT committed ...
Field Value Description
Unique identifier used to label 2 2
Server Group Name * dr_sds_agrp ‘falid characters are alphanumeri

start with a digit.] [A value is requi

VIP Address Add

10.240.108.25

Ok Cancel

Remove

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

Imfa* =
Info
erver group : dr_sds

o = Data committed! 9 P - -arp

Field Value Description
Unique identifie:

Server Group Name * dr_sds_grp Walid charactars
start with a digit

| sl = & L Salert nne nf th
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VIP:

Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the DR
SDS NOAM Server
hostnames in the
“Instance” field..

=1 g Main Menu

=] (3 Administration -

&| General Gptions
+] ] Access Control
+] ] Software Management
=] iZy Remote Servers
[7] LDAP Authenticatic
[7] SNMP Trapging
[7] Data Export
[©] DNS Cenfiguration
= izy Configuration
=y Metworking
[] Metwarks
[7] Devices
[7] Routes
[] Services
[0 Servers
[7] Server Groups

Main Menu: Alarms & Events -> View Active (Filtered)

Tasis »
sds_no_grp | =ds S0 3
Ewvent D Timestamp
Seq#
Alarm Text
10200 2016-06-05 01:10:02.7

Step Procedure Result
Primary SDS NOAM = htsin Menu p : :
24. X y & L . Main Menu: Alarms & Events -> View Active
VIP: =1 {_a Administration
'.:-_:,'I Senersl Opfions =
Fiterr *] Tasks =
Select... = [ Access Contral _ _
& [ Software Management
Main Menu = i Remate Servers sds_no_grp
[] LDAP Autrenticatio
9 Alarms & Events j SMMP Trapging Event ID Timestamp Severity Product Pro
i i Seq#
- View Active [] Data Export Alarm Text Additional Info
[} DNS Configuration -
2ME6-06-05 17:58:32.405
...as shown on the = 5 Configuration - MAJOR Plafform  emk
I - . 1820
rlght. = 13 Netwarking Lost Communication with server GN_DOWMWAN HA disee
[ Metworis More...
[ Devices 3qzsz  2015-05-05 17:58:32.400 MAJOR  Platiom  cmh
j Routes EDT )
B Seri 1728
vices P GN_DOWNNRM HA discc
Lost Communication with server =
:I Servers More...
5 c £ 4 7-Eo-
j Server Groups i 31z82 EII]J[I_E»—EB—EI._ 17:58:32.168 MAJOR  Platfiorm  cmb
j Resource Domains 1721
[ Fteces Lost Communication with server E‘EFEOVM'N?‘J Fié disee
[] Piace Associstions e
= = 1T-En- i
& [0 bsce 31107 E%'.?’EB'D“ T8 el  Platorm T
= ‘) Alarms & Events 1714
[ view Active DS Mergs From Child Failure f":fol‘w: Recetver Link
[ View Histary —
j View Trap Log 31108 EIIZIJITS-EB-EIE 17:58:22.144 MINOR  Platiorm et
& [ Security Log 1718
F3RI PCHAR: Sandar ik e
o5 Primary SDS NOAM

Remote Database re-initizlization in progress

Severity|
Addition
46 EDT MINCR

Remote |

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress)

ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR

BOTH DR SDS NOAM SERVERS.
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Step

Procedure

Result

26.

[]

Primary SDS NOAM
VIP:

Select...
Main Menu

- Status & Manage
- Server

...as shown on the
right.

= & Main Menu
= {3 Admenistrstion
-:,] General Options
[_] Access Control
] Software Management
(. Remote Servers
[]] LpAP Autnenticstio
:J SNMP Trapping
[1] Dsta Expon
[T} DNS Configuration
= (- Configuration
= (3 Networking
[] Networks
[] Devices
[]] Routes
[] Services
[] servers
[ server Groups
[} Rescurce Domains
[] Piaces
(] Pisce Associstions
= (C1Dsce
= iy Alarms & Events
[ View Active
[] View History
[[] View Trap Log
& (] Securty Log
= (3 Ststus & Manage
79 Network Elemsants
7 Server
THHA
79 Database
T KPIs

oel e

Main Menu: Status & Manage -> Server

Server Hostname

dr-sds-no-a
sds-no-a

sds-no-b

Network Element
SDS_NE
SDS_NE
SDS_NE

27.

Primary SDS NOAM
VIP:

1) The “A” and “B”
DR SDS servers
should now appear in
the right panel.

2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.

Server Hostname
dr-sds-ng-s SDS_ME
sds-no-a SDS_ME
sds-no-b SDS_ME

Network Element

Appl State Alm
| Disabled
Enabled

Enabled
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
28 Primary SDS NOAM Server Hostname Network Elemant Agpl Sate Ak o8 Toportind | pros
Ij VIP: {avscsron |zoe e Cowesea | Ew [ Neem [ wan
1) Using the mouse, P gl “:’ g 2l o
select DR SDS ' T o )
NOAM Server A. The | - Security Log
line entry should Now | — - siatue & Mansge
be highlighted in. T Network Elements
79 Server
2) Select the THA
“Restart” dialogue 7 Datsbase
button from the ™ KPIs Stop Restart Reboot NTP Sync Report
bottom left corner of 77 Processes 0
the screen. -
Me:zage from webpage M
3) C“Ck the “OK” Are you sure you wish ta restat apalicaton seftware
button on the '9 o the k||'-:m:nq server(s)i
confirmation dialogue dr-2ds-no-a
box.
_Cu | | C.m:g!
4) The user should be | .
presented with a
confirmation message | Main Menu: Status & Manage -> Server
(in the banner area)
forDRSDSNQAM [ Fiter =] o ¥
Server A stating:
“Successfully Infa
5 Hosti Appl State
;?asr:ﬁtr:taet?on” srErTes o » dr-sds-no-a: Successfully restarted application. e
' dr-sds-ng-a Enabled
sds-no-a SD5_NE Enabled
sds-no-b SDS_MNE Enabled
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)
Step Procedure Result
29. \ljlripr?ary SPS NOAM = & Main Menu A Main Menu: Status & Manage -> Server

[]

Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

= {4 Admninistration
8] General Options
= [ Access Control
= [ Software Management

5 =5 Remote Servers Server Hostname

[]] LDaF Authenticstio
[2] sNMP Trapping

[7] Data Export

[7] oNS Configuration

= i Configuration

dr-sds-no-g
sds-no-a

sds-no-b

=1 4 Metworking
[ Metworis
[ Devices
[ Routes
:l Sarvices
:l Servers
[ server Groups
[[] Resource Domains
[] Places
:l Place Associations
& [ Dsce
= i3 Alarms & Evenis
[ view Active
[ view History
[7] view Trap Log
= (] Security Log
= i Status & Mansge
77 Metwork Elements
17 Server
T HA
1% Database

MNetwork Element

SOS_ME
SDS_ME
SOS_ME

Primary SDS NOAM
VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
NOAM Server A
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

T

Server Hostrarw Appt Stne A o8

ans0sn0-8 Enatied

- Lrat e

»28ro-t 2050 Enatied R o

et
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
31 Primary SDS NOAM e vt - oy = Reporing g
I:'I VIP: [ asesroe 208 NE owasea | B N [ wan
1) Using the mouse, :’}’ " ‘: — s . 50
select DR NOAM S Sk M e ’
Server B. The line = (1] Security Log
entry should now be = . Status & Msnage
highlighted in. T Network Elements
71 Server
T HA
2) Select the -~
;;R,::Stafrt” dltzlogue = KPis Stop Restart Reboot NTP Sync = Report
utton from the o
bottom left corner of Frooasses
the screen. sz |

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS DR NOAM
Server B stating:
“Successfully
restarted
application”.

Message from webpage

&N Are you sure you wish to restart application software
' on the following server(s)?
dr-sds-no-a

oo |

\ .

Cancel ‘

Main Menu: Status & Manage -> Server

! Info

' Server Hos
'ar:;a;;a'n:;o

Info -

« dr-sds-no-a: Successfully restarted application.

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
NOAM Server A and
NOAM Server B
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

Sarver Hommare Metared Dlarrart At Sate A on e np Proc

oy

0555209 1805 NE

NE

Primary SDS VIP:

Add the Query Server
for the DR SDS
Server

e Repeat all steps listed in Procedure 4 except use the DR SDS
NOAM NE and Server Group instead of the Primary SDS
NOAM NE (1 SDS NOAM site) and Server Group.

THIS PROCEDURE HAS BEEN COMPLETED
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5.6

Add SDS software images to PMAC servers (All SOAM sites)

This procedure must be done once for each DSR signaling site, which is also an SDS SOAM site.
This procedure assumes that the PMAC server has already been installed, as described in [4]

Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step

Procedure

Result

Active SDS VIP
(CLI):

1) Access the
command prompt.

2) Log into the HP
server as the “admusr”
user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

Active SDS VIP

$ cd /var/TKLC/upgrade/

(CLI): $

“cd” into the

Ivar/TKLC/upgrade/

directory.

Active SDS VIP $ls

(CLI): SDS-8.5.0.0.0_90.11.0.is0
Verify thatthe SDs | ¥

ISO file is present.

Active SDS VIP
(CLI):

“sftp” the SDS I1SO
file to the PMAC
Server as shown to the
right..

$ sftp pmacftpusr@<PMAC_Mgmt_IP_address>:/var/TKLC/upgrade/

Password: <admusr_password>

Changing to: /var/TKLC/upgrade

sftp> put SDS-8.5.0.0.0_90.11.0.is0

Uploading SDS-8.5.0.0.0_90.11.0.iso to /var/TKLC/upgrade/SDS-8.5.0.0.0_90.11.0.iso
SDS-8.5.0.0.0_90.11.0.iso  100% 853MB 53.3MB/s 00:16
$SDS-8.5.0.0.0_90.11.0.is0  100% 853MB 53.3MB/s 00:16

$

Note:- As ISO has been transferred to PMAC server. 1SO can be removed from
Ivar/TKLC/upgrade directory from this server.
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step Procedure

Result

PMAC Server GUI:

I:' Launch an approved
web browser and

connect to the Mgmt
IP Address of the
PMAC Guest server at
the SOAM site.

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended) ”.

gj There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server.

We recommend that you close this webpage and do not continue to
% Click here to close this webpage.

"g;j' Continue to this website (not recommended).

® More information

PMAC Server GUI:

|:| The user should be

presented the login
screen shown on the
right.

Login to the PMAC
using the default user
and password.

ORACLE’

Oracle System Login

Loegin

Entar your ussmame and password 1o g In
Session wos logaed out m 6:10:02 am
Usermame

Password

Cnangs passwdro

Logn
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step

Procedure

Result

[]

PMAC Server GUI:

The user should be

ORACLE piatform Management & Configuration 6.4.0.0.0-64.6.0

&) Main M ) .
presented the PMAC = a':' g_”“ Platform Management & Configuration
Main Menu as shown (] Hardware
on the right. [ Software

[3 vM Management

[ Storage

23 Administration

[ Status and Manage

[3) Task Monitoring
& Help
[ Legal Notices
[z Logout
PMAC Server GUL: ORACLE plattorm Management & Configuration 640006450 Fause Lpadies | Helg
|:| 1) Select.. ; ‘_'],“A Main Menu: Software -> Manage Software Images
w ) Scftwars Invseoton —
Manage Sotwars Inagas v .
- Software 0 _v]c Maragemant Image Name Typw Arcrtsclure
LR TFD wsaal-7.3 0.0 0_BE 27 S-Oracial ik B-456_54 Bootan 26 54
- Manage Software A Lo Sl T
Images nage T oy
'J Task Monionng TVOE AR, e
@ Hev = -
...as shown on the [1) Lega! Hotces
right. (@ Logout
2) Select the “Add
Image” button
Add image
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step

Procedure

Result

[]

PMAC Server GUI:

1) Click the “Path:”
pull-down menu and
select the SDS ISO
file from the
Ivar/TKLC/upgrade
directory.

2) Add a comment if
desired in the
Description field.

3) Click the “Add
New Image” dialogue
button.

Main Menu: Software -> Manage Software Images [Add Image]

Images may be added from any of these sources:

» Oracle-provided media in the PM&C host's CD/IDWVD drive (Refer to Mote)
« |JSB media attached to the PM&C's host (Refer to Note)
« External mounts. Prefix the directory with "extfile./”.
s These local search paths:
o MNarTKLC/upgrade/™.iso
o NarTKLC/smac/imagefisoimages/homefsmactpusr™.iso

Mote: CD and USE images mounted on PM&C's WM host must first be made accessible to the PM&C VM g
Management.

Fath: fwarMTKLC/upgrade/SDS5-8.0.0.0.0_80.16.0-x86_64 iso | -

Description:

Add New Imag Cancel

PMAC Server GUI:

Click the “OK” button
on the confirmation
dialogue box to
remove the source
image after it has been
successfully added to
the SW Inventory.

Click OK to remove the image from arnTKLC/upgrade directory after it is added to the repository. Click Cancel to leave itthere.

’ oK L\gj ’ Cancel

PMAC Server GUI:

An info message will
be raised to show a

Main Menu: Software -> Manage Software Images [Add Image]

page.

Inf
new background task. e E
‘ « Software image iarTKLC/upgrade/SDS-8.0.0.0.0_80.16.0-x86_64 .iso will be added in the background. 1
ﬂ « The ID number for this task is: §654. Tlu
3
1"
PMAC Server GUI: O« T Taipee Statny Stane Tosh Oumant  Fwcrang Tove  Start Tiew Progress
W h h A A1 LA g ':--'- Betban TIMAD_ T oUINLTE o J.::I:'l‘l,ll 9%
atch the extraction  ECREHECRRR S — v ~ee S $lieaads il e :
D progress il’l the |OW€I’ o 8134 Debeie bage warhe T1000 TLI4D 200 84 ONPLITE nA (EIE ] I‘:.:s;'l:u -
task list on the same o I L SR Ty Sepe— mestation 21808 T3 440380 04 CONMNETE na ETET) i TTL

TEIEN

< 1969094
) 12E  Dewse puage — I RARIT TR ONIMLETE na nm "' " "‘ "
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step Procedure Result
PMAC Server GUL: Image Name Type Architecture  Description
I:' When the extraction oracle-7.4.0.0.0_74.3.0-x86_64 Upgrade X26_G4
task is complete, a oracleGuest-8.0.0.0.0_80.8.0-x35_64 Upagrade %86_64
new software image ; TUpgrade | xe6.64 | !
will be displayed. | "—=-- I T e B
TPD.install-7.0.3.0.0_86.46.0-OracleLinux6.7-x86_&4 Bootable xB6_64
TPD.install-7.3.0.0.0_88 28 0-CracleLinux6 B-x86_64 Bootable X86_64
TPD.install-7.4.0.0.0_88.30.0-OracleLinux6 8-x86_64 Bootable ¥86_64

PMAC Server GUI:

Click the “Logout”
link on the PMAC
server GUI.

gged in Account guiadmin

Thu Dec 08 00:33:16 2016 EST

PMACServer GUI:
Load TPD ISO

If the TPD ISO hasn’t been loaded onto the PMAC already,
Add the TPD ISO image to the PM&C, this can be done in one of three ways:
1. Insert the Application CD required by the application into the removable media
drive.
2. Attach the USB device containing the 1SO image to a USB port.

3. Copy the Application iso file to the PM&C server into the
“/var/TKLC/smac/image/isoimages/home/smacftpusr/” directory as pmacftpusr
user:

cd into the directory where your 1SO image is located on the TVOE Host (not on
the PM&C server)

Using sftp, connect to the PM&C server

$ sftp pmacftpusr@<pmac management network ip>
S put <image>.iso

After the image transfer is 100% complete, close the
connection:

| $ quit

THIS PROCEDURE HAS BEEN COMPLETED
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5.7

OAM Installation for SOAM sites (All SOAM sites)

Assumptions:

This procedure is for installing the SOAM software on the OAM server blades located at each DSR Signaling Site. The

This procedure assumes that the SOAM Network Element XML file for the SOAM site has previously been

created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or the laptop’s
hard drive. The steps are written as if the XML files are on a USB flash drive, but the files can exist on any

accessible drive.

SOAM and DSR OAM servers run in 2 virtual machines on the same HP C-Class blade.

This procedure assumes that the DSR 8.2 or later OAM has already been installed in a virtual environment on the server
blade, as described in as described in [4].

This assumption also implies that the PMAC server has been installed and that TVOE has been installed in the OAM
server blades. This procedure also assumes that the SDS software image has already been added to the PMAC server, as

described in section 5.6.

Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

PMAC Server GUI:

Launch an approved
web browser and
connect to the Mgmt
IP Address of the
PMAC server at the
SOAM site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended) ”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server,

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

k¥ Continue to this website (not recommended).

® More information
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step Procedure

Result

PMAC Server GUI:

The user should be
presented the login
screen shown on the
right.

[]

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue Dec 0 04 5595 2095 E5T

Login
Entsr your usemame and password to log m

Sossion was logged owt st £55:55 am

Usemarme
Password

Lrarngs sasseo

Logn

ORpA a0t DT WSErs and uses bot Javascog

f08 SRt Pelicg of delais

e ' 9 " ik YIS rese el
PMAC SEI’veI’ GUI ORACLE Plastorm Management & Configuration 10008321 Paves Upcwws | kel
‘f'l' Jare
|:| The user should be i Plattorm Management & Configuration
presented the PMAC e
Main Menu as shown i souge
on the right. s
_]'-, » '
.‘A..
J ” e UMY Rt red wy
(u og Reande N Sora D wahedd Wb 1Y MR Mbriss ‘Atsasababen HEmary
Lo Marse: g aem
Lot Login B JOT6 1200 B0 55 4
Lt Logm B Adddrass: 107 2% 254 220

Toncun! Fefe Lagin Avernges: 0
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

PMAC Server GUI:

Select desired OAM
server blade...

Main Menu

-> Hardware

-> System Inventory
-> <Enclosure>

-> <Server Blade>

...as shown on the
right.

ORACLE Platform Management & Configuration 6.4.0.0.0-64.6.0

= Main Menu
[ {3 Hardware
[F] ‘Z3 System Inventary
] Cabinet 504
[=] ‘=3 Cabinet 505
[=] 3 Enclosure 50502

[ Enclosure Info

[7) Bay DAR-OA

[ Bay 0BR-OA

[Z] Bay 1F-Server Blade
[£] Bay 2F-Server Blade
D Bay 3F-Server Blade
[Z] Bay 4F-Server Blade
[£] Bay 5F-Server Blade
[Z] Bay &F-Server Blade
[£] Bay 7F-Server Blade
D Bay 8F-Server Blade
[Z] Bay 9F-Server Blade

Main Menu: Hardware -> System Invel

Hardware Software Netwark WM Info
Entity Summary Product Are:
Entity Type Server Blade Manufactur
Enclosure 50502 Product Nan
Bay TF Part Numb
Hot-swap State  Active Product WVersi|
Serial Numb|
Asset T
File

PMAC Server GUI:

Select the Software
tab.

...as shown on the
right.

Verify that TVOE
application has been
installed.

OQACLE Platform Management & Configuration

@ S Man Neo

o Ertawe

& Spstem invenon

Main Menu: Hardware -> System Inventory <> Cabinet 505 <> Enclosure 50502 - Bay

==

145D

Fause Upares

nomom

Soltmie s

Operating System Detalls

Cpectng Syremn
Operatng Syskan \emon
Hontrarre

Flations Sotwars
Furtrm Versor

Upgracs St

|15 5] ) 5 IS ) i) ) ) 65 i) Y I ) (R .

m W g 0

Rz Hat Erserprse Unas Server
48

hosronectniad e N

Apphication Detally
Agghiaton TVCE
Vemen 33000 83220
Famcton

TFD (ag8_33) | Cesgnaten
T390 030260 |
N Upgace
muros Cota Rasat
Upgyrae
Pasch

IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND

EXECUTE THE FOLLOWING STEPS:
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Step Procedure Result

1) Verify that the enclosure and bay number are correct.

2) Refer [2] for TVOE Installation or Contact DSR Installation Engineer to confirm location of OAM blade and status of TVOE
installation.

3) Restart this procedure.

IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND EXECUTE THE
FOLLOWING STEPS:

NOTE: It is assumed that the TVOE version corresponds with the correct DSR and SDS installation guidelines, this can be checked by
executing “appRev”.

PMAC Server GUI:

I:‘ Select ...

ORACLE Platform Management & Configuration 6.4.0.0.0-646.0

I = Main M i
= ain Menu Main Menu: VM Management

Main Menu [F] ‘3 Hardware
- VM Management [+ 3 System Inventory
[+ ] System Configuration
...as shown on the [ ‘3 Software VM Entities
right. [0 Software Inventory

[Z] Manage Software Images Refresh  {

[Z] VM Management [+ = Enc: 50502 Bay: 1F
[+ [ Storage [+] Enc: 50502 Bay: 2F
[¥ [ Administration [+] Enc: 50502 Bay: 3F
[+] O] Status and Manage [ Enc: 50502 Bay: 5F
D Task Monitaring [ Enc; 50502 Bay: TF
@ Help [#] RMS: RMS50004U03
[£] Legal Natices N = RMS: amarilloHost
[=l Logout [+] UUID: d2aBelfa
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

PMAC Server GUI:
1) In the VM Entities

Main Menu: VM Management

_g! MultiApp3_DSRSEBRE

g MultiApp3_DSRSBRSE

=) MultiApp3_DSRSOAN

_@ MultiApp3_DSRSOAN

=) MultiApp3_DSRSS7M

‘__,,i! MultiApp3_SDSSOAN
=) RMS: Yukon_TVOE_10
&) RMS: Yukon_TVOE_2
g: RMS: Yukon_TVOE_4
=) RMS: Yukon_TVOE_§
=) RMS: Yukon_TVOE_7
&) RMS: Yukon_TVOE_8
=) RMS: Yukon_TVOE_9
=) Yukon-TVOE-3

FREEEEEE

-

Guest Name (Required):

Host: RMS: Yukon_TVOE_1

Number of vCPUs: 11

Memory (MBs): 4096
Available host memory:
128890 MB
VM UUID:
Enable Virtual Watchdog [v]

v

R - -
box, select the desired sk,
server VM Entities 5 | View host on RMS Yukon_TVOE_1
as shown on the Refresh T) VMInfo = Software Network Media
right. [+] =) RMS: Yukon_TVOE_1 Summary Bridges  Storage Pools  Memory
[s] @) RMS: Yukon_TVOE_10
2) Click the “Create [+] =) RMS: Yukon_TVOE_2 Host Name: Yukon-TVOE-1
Guest” dialogue button [+] =) RMS: Yukon_TVOE_4 Location: RMS Yukon_TVOE_1
[+] =) RMS: Yukon_TVOE_6
[+] &) RMS: Yukon_TVOE_7 Guests
[+] __,L-_Q RMS: Yukon_TVOE_8
[+ _,Q;RMS: Yukon_TVOE_9 Name Status
[+] =) Yukon-TVOE-3 )
= MultiApp3-PMAC  Running
MultiApp3_DSR )
DAMP1 Runniog
MultiApp3_DSR :
NOAN1 Running
gl;g;\ppLDSRS Running
Create Guest
PMAC Server GUI: Main Menu: VM Management
I:' Click the “Import info v| Tasks v
Profile” dialogue
button VM Entities o | Create guest
Refresh T)
..as shown on the =] &) RMS: Yukon_TVOE_1 Summary Virtual Disks  Virtual NICs
right. =) MultiApp3-PMAC
=) MultiApp3_DSRDAME
2) MultiApp3_DSRNOAN Set Power State  On v

[~

A
I

Import Profile Cancel
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Step

Procedure

Result

[]

PMAC Server GUI:

1) Select the desired
ISO/Profile value

...as shown on the
right.

2) Click the “Select
Profile” dialogue
button

From the “ISO/Profile” drop-down box, select the entry that matches depending on the
hardware that your SOAM VM TVOE server is running:

TVOE HW Type (BL460 Blade Choose Profile (<Application
SDS Release Server) Role ISO NAME>)>
85 Gen8/Gen9 Blade (if 1 Billion SOAM-A DP_SOAM_A
‘ subscribers support is not
needed) SOAM-B DP_SOAM_B
85 Gen8/Gen9 Blade (if 1 Billion SOAM-A DP SOAM 1B RE
subscribers support is needed) SOAM-B - -

Note: Application ISO NAME is the name of the SDS Application

ISO to be installed on this SOAM

Import Profile

I50/Profile:
Num CPUs:

Memory (MBs)

Virtual Disks:

Select Profile

SDS-8.0.0.0.0_80.10.0-x86_64 => DP_SOAM_A
4
© 16384
Prim Size (MB) Pool

v 112640 vgguests

control

imi

xmi

Cancel

Bridge  TPD Dev

control

imi

xmi

TPD Dev
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Step

Procedure

Result

[]

PMAC Server GUI:

1) Overwrite the Name
field with the Server
host name (e.g.” so-
mrsvnc-a”)

2) Click the “Create”
dialogue button

Main Menu: VM Management

BB E B EE R

VM Entities

Refresh )

= Enc: 50502 Bay: 1F
Enc: 60502 Bay: 2F
Enc: 50502 Bay: 3F
Enc: 50502 Bay: 5F
=) Enc: 50502 Bay: 7F
RMS: RMS50004U03
= RMS: amarilloHost
UUID: d2a8e1fa

Create guest

Summary  Virtual Disks  Virtual NICs

Set Power State  On

Guest Name (Required):

Host:  Enc: 50502 Bay: 1F

Mumber of vCPUs: 1

Memory (MBs). 4096

AF Ak

Available host memory: 20468

MB
Vi UUID:
Enable Virtual Watchdog |v

Import Profile

Cancel
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Step Procedure Result
PMAC Server GUL: Main Menu: VM Management
|:| Verify that task Tmer ~
successfully VM Entites View guest guestt
completes.
S Wintn Sofaais
3] i Enc' 50802 Bay 1F ummar frual Ot 252l NI
The user sr_\ould see a 3 :m S E,' 3F —
screen similar to the < 8 Enc 50502 Bay IF Current Power State: Running
one on below with o) B E 50502 Bay 5F Set Power State  On v Change
Progress value of -3 ;‘Jf‘:‘ Beas Guest Name (Required). guestt
100%. M gus2 Host Enc: 50502 Bay: 7F
+] ) RMS RMSGS0008U03 | Number of vCPUs 1
+J B RME AN Memary (MBs). 2,048
cE bl VMUUID $3974691-c477-4aDd-2325-
2891cbE13330
Enable Virtual Watchdog
Detote Chow Goast Retresh Davice Map Install OS
Upgrade
Patch
"Using the "Tasks"
tab, verify that the task Main Menu: VM Management
completes successfully HPRTE
Tanks
| <) Tesh '-g-l . S Slate Tk Outont Nirweng Thew ».”‘ Tone _Dnunnl
S e o OO 2 — SO s e S OO O L2 SN S5
PMAC Server GUI:
VM Info Software Metwork  Media
|:| Install the operating
system by clicking the Summary  “irtual Disks  Virtual NICs
“Install OS” dialogue
button
Virtual NICs
Host Bridge Guest Dev Name MAC Addr
control control 02:d7.55:57e3 70
i i 02:76:5a:6a:aa; 2
imi imi 02:25.58:be94:b8
Edit Delete Clone Guest Refresh Device Map Install OS5
Upgrade Accept Upgrade Reject Upgrade
Patch Accept Patches Reject Patches
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Step

Procedure

Result

[]

PMAC Server GUI:

The user should see a
screen similar to the

Software Install - Select Image

Targets Seiect image
one on the right. ity Safus e Type Archtecture  Descrption
Hom P imdftiteTE a0 L ESE a
';!.-:J‘:L.'A,\-;'.’.-.‘Jx'! i - 2 . B
b &3 0-Oraclel e 7. Boctatie 8 85
3 52 0-Orsclelus 7. .

PMAC Server GUI:

Select Image

|:| 1) Select the desired
TPD Image Image Name Type Architecture Description
_ EIgg_Eanjtall-?.a.n_n_ﬂ_ss_z?.D@racheLinuxﬁ.S- ' Bootable | x86_64 88,27

2) Click the “Start et | I I
Install” dialogue TPD.install-7.3.0.0.0_88.28.0-OracleLinux6.8- o . XB6_64 8828
button. *BE_64

TVOE-3.3.0.0.0_88.27.0-x86_64 Bootable *B5_64 88.27

TVOE-3.3.0.0.0_88.28.0-x86_f4 Bootable *B6_64 88.28

Loy o)
Supply Software Install Arguments (Optional)
Start Software Install Back

PMAC Server GUI: i

The user should be
presented with an “Are
you sure you want to
install” message box
as shown on the right.

Click the “OK”
dialogue button.

Message from webpage -

'lO' You have selected to install a bootable OS iso on the selected targets.

The following targets already have an Application:
Enc:50502 Bay:2F ==> TVOE

Are you sure you want to install
TPD.install-7.3.0.0.0_88.27.0-OracleLinux6.8-x86_64 on all entities in the
Targets list?
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-> Task Monitoring

Wait till Progress is
100% with a Status of
Success and a State of
Complete.

Step Procedure Result
PMAC Server GUI: ORACLE pustvim Masagorent & Cantigusssen
. . @ e . Man Menu; Taxk Mansoring
I:' An installation task e v
will be started. This A v % S Tt [ T
task takes ~11 3 : gy s o T T T, Teowan 13 TR o T -
minutes. The user can =B ) s g T T — o
monitor this task by oS ' . o -
doing the following: 2 . - =
3 e > - (
Select... o
Main Menu

PMAC Server GUI:

1. Select [Main Menu:
VM Management].

2. Under VM
Entities column,
expand (+) plus sign
on the Host server
containing the newly
created VM Guest.

3. Select the VM
Guest.

4, Select the
"Software" tab.

5. Verify that the
OS has been installed.

6. Click on the
"Application Details"
tab.

7. Verify that the
"Application Details"
table is blank.

ORALCLE putorm Managsment & Configaration 400 044
Main Menu: VM Managemaent

SPTPRS—

] Ve oge Sebwes e View guwat guest!

) Ve vt
Ieeet 2020900 sty | e | ewes

s ) crwmreser

3 ) Stwes wt Marage
Y e Mirawwy
[ Lo
[ Loaut cacen

[ Lot

F i THD LD bé) 30 The- J000-duic-ame -2 dali

L TR vhasime
VMR SD el

[
Wagrade

Cwes Gunat

Fateat Duons Wap it 06
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IP address for this
SOAM VM; it will be
referenced later.

3) Select the
“Upgrade” dialogue
button

S LR YL

Step Procedure Result
PMAC Server GUI: ORACLE piasom sanagement & Configeration Proe asars M
|:| Main Menu: VM Management
[
VM Castas View guest guest!
1) Select the s >
“Network” tab '
4l 2} Sonm ardt Meogs B Neracok imwitaces
) Tane Weedwwg
2) Record the control - ponrI A oy g T T e .
(¥ Cogaut a - . 200 110 182 ™ ™

Bowan
e

J M AMS meeewteal

VBT Oabetiy

e—-l- TA A AR TR AR A AR nd

Dbt Dwrw Ganer Reveh Devioe Ve et 0%
Upguis
Patzy
PMAC Server GUL: Software Upgrade - Select Image
|:| The user should be
presented the Select R
Image screen as shown
on the right Targets Select Image
Entity Status Image Name Type
Host [P ...ce0ffifeT75:d4b8 apps-7.2.0.0.0_72.20.0-x85_6&4 Upgrads
Guest: = =
Muttitpp3 SDSSCAMI DSR-7.2.0.0.0_72.18.0-x86_84 Upgrade
k DSR-8.0.0.0.0_80.10.0-x86_84 Upgrads
DSR-8.0.0.0.0_80.8.0-485_64 Upgrads
DSR-8.0.0.0.0_80.59.0-x85_64 Upgrads
mediation-7.2.0.0.0_72.20.0-x86_54 Upgrads

[ I
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Step

Procedure

Result

[]

PMAC Server GUI:

1) Select the correct

Select Image

SDS version from the Image Name Type Architecture Description
(13 9 1o | TTTTTTTTTTTToTommommmmmmmmomoomoommmmmmmnes
Image Name™ list. oracleGuest-8.0.0.0.0_80.8.0-x86_64 Upgrade xB86_64
The line entry should R N e e e 4
now be highlighted. 1 5DS-6.0.0.0.0_80.16.0-x66_64 i Upgrade | X85 _64 |
TPD.install-7.0.3.0.0_86.46 0-OracleLinux6.7- Bootable XBE_64
xBG6_G64
2) Select the “Start _ .
Upgrade” dialogue TPD.install-7.3.0.0.0_88.28.0-CracleLinux§.8- Bootable %6664
button TPD.install-7.3.0.0.0_88.30.0-CracleLinuxg.8
Jinstall-7.3.0.0.0_88.30.0-CracleLinux&.8-
x86._64 Bootable xB6_64
S
Supply Software Upgrade Arguments (Optional)
Start Software Upgrade Back
PMAC Server GUI: - [

The user should be
presented with an “Are
you sure you want to
upgrade” message box

....as shown on the
right.

Click the “OK”
dialogue button.

Message from webpage

= N Are you sure you want to upgrade to SDS-8.0.0.0.0_80.16.0-x86_64 on all
¥ entities in the Targets list?

[ o

] l Cancel

PMAC Server GUI:

An upgrade task will
be started. This task
takes ~8 minutes. The
user can monitor this
task by doing the
following:

Select...

Main Menu
-> Task Monitoring

Wait till Progress is
100% with a Status of
Success and a State of
Complete.

ORACLE purtvm Masagerent & Cantigarasen

Man Menu: Taxk Monsoring

roel GMAINSLL

e e L

Do Comtend Dot et Dawen St vt

S 43

art Tims

: J."u‘: 1
i

Fragoves

-,

131




SDS Initial Installation and Configuration F56657-01

Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

Repeat Steps 4 - 22 of this procedure for the SOAM B Server.

[]

PMAC Server GUI:

Click the “Logout”
link on the PMAC
server GUI.

Help | Logged in Account guiadmin r | Log Out

FriSep 16 05:29:02 2016 EDT

Task Output Running Time  Start Tim:
e

] nn4-nk 2018-0

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended) ”.

@] There is a problem with this website's security certificate.
b

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercd
server,

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

& Continue to this website (not recommended).

@ More information
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Step Procedure

Result

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

[]

Login to the GUI
using the default user
and password.

ORACLE’

Tue May 21 143424 2016 EDTY

Oracle System Login

Login
Enter your usemame and password to log in

Usemame:
Password. |

Change pagsweed

Login

Walcome to the Orade Syatem Login

This apglication is designed 10 wock with most modern HTMLS compliant trowsers and uses doth JaaSalpt
anc cookigs Please refer to e Oeacie Software Wab Browsar Supoort Policy for getats

Unauthorzed access is prohdied

Qracie 30 Java e regvatared rademarnks of Qracie Coparahion andor 45 amiaias
OMer NGMes May 06 ragemarks of Iheir IesDecive OWNars

Copyngnt © 2010, 2016, Qvacis andiov s afiatas All npia resenved

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Communications Diameter Signal Router Full Address Resolution

- Man ey T
“_,, AR Main Menu: [Main]
v .

= _g Cortgutan

=1 Nateorng

[ S Ceeuen

3 Reecere Dorarn

_‘3 Aaves

) Mace Asscoaons
& ) Marms & Eveens .
5 ) Setumy Leg
¥ (5] Sten & Verage
= ] Veassevwe
5 ) Coevurstanin Agerd

That & the wcir-Ouvid webl o Mckiads
1537 be mosSed ywng e Tanely Ootory’ fem snder the ‘Asmoet

Lagn Neme FeRamn
Last Lagin Time: 00200000 26000 00
Lawt Logie ¥
Racent Farled Logn Amermpts: O

Primary SDS VIP:

Select...

Main Menu

-> Configuration
- Networking
- Networks

...as shown on the
right.

Main Manie Contiguration < Networking > Notwarks

el i ]

A
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Step Procedure

Result

Primary SDS VIP:

From the
Configuration /
Network Elements
screen, select the
“Browse” dialogue
button

[]

T0 110890 9 mew Neteork Senurt, (0 3 vakd confguinton Yy
Aepon et Metwark Ederment
Evvase

—Zagyrghn § 1035, 2016 Srace sndins e oMieius. AT rghts seieived

Primary SDS VIP:

Note: This step
assumes that the xml
files were previously
prepared, as described
in Appendix E.

1) Select the location

Choose file

Lok ir | e USB(E

My Rucey

©,

= DA _NO _CEV 2o o

tlw.w» * ) elCCondigOata. dracs-dalait-a.¢h

the data has been
successfully validated
and committed to the
DB.

containing the site My Docurerts
xml file. .
8
My Congutes
2) Select the .xml file
and click the “Open”
dialogue button. e [ 0006 mrd =
Filas of bow {84 Faes ) - _ Corcal |
Primary SDS VIP: i aob 5y Nt W Lttt s Ml et
T o Rl T = et Caraeet Litcad 4 soad cxrigasten Be
C WUsers'gupress Oesity  Drowse Lighran Fim
I:‘ Select the “Upload A I P i oty oo o o s
File” dialogue button
(bottom left corner of
screen).
Primary SDS VIP: =
ORACLE
. Ptk oy alya e £ B nlas e n¥ ENRS SN ML A Y dinn e TE A WM s
|:| If the values in the .
xml file pass : 5:';‘;':::"3‘0_ Main Menu: Configuration -> Networking -> Networks
validation rules, the % 3 Contgwaion _—
user must select the =) 3 Networkog =
‘Info’ box to receive a L) Natworks
banner information () Davices o l « Natwolk Emant ioee Suceasst from Ae/STS NO aml
. Routes
message showing that -_}J S TWETNGTK NESE  Nelwoik Iype  Detsull Locked  Rowted  VLAN
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Step

Procedure

Result

Lacation

Ok | Apply | Cancel

Locatlon

Primary SDS VIP: = Main Meru . " :
5 T A Main Menu: Configuration -> Servers
I:I 1) Select = 3 Administration
[#] Genersl Options S
- [[Fiter -]
Main Menu = [ Software Management Hostname Role Sys
-> Configuration = ‘2 Remote Sarvers
> Servers j LDAP Authenticatio sds-no-3 Metwork QAMEP =ds
[2] SNMP Trapping
] Data Expart sds-no-b Matwork QAMEP =ds
..as shown on the ] OME Cenfigurstion
right. = 3 Configuration qs-5s-1 Queery Server
= Mebworki
« ' = e dr-zsds-no-g Matwork QAMEP dr-z
2) Select the “Insert [] Metworks
dialogue button [] Devices
[] Routes
:I Sarvices
:I Servers
:I Server Groups
"
:I Resogurce Domains
[] Fleces
[] Flace Associations
= [ DsCP
= =l Alarms & Fuants
Primary SDS VIP: Adding a new server
|:| The user is now o
presented with the Altribute value Descrip
“Adding a new server”
configuration screen. Hostname * -Tal}:.?;as:
Faola * - Select Role - £l Selzctmn
Zyaftem ID Syzlem |
Hardware Proflls S05 HF Rack Mount 1' Hardwar
Metwork Element Hame * - Unassigned -[w| Selact th
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Select “SDS TVOE
Guest” for the
Hardware Profile for
the SOAM from the
pull-down menu.

Hardware Profile

SD8 HP Rack Mount
SDS Cloud Guest

SD8 HP c-Class Blade V1
SD8 HP c-Class Blade V2
SDS TVOE Guest

SDS HP c-Class Blade VO

Step Procedure Result
Primary SDS VIP: Asribute vaun Ovscrption
|npUt the aSSigned Unigue rame for the sarver. [Defaut = nla. Mange « A 20
« s ada 3 e chameler sning Vil thivactees e siplarumenc 30 ms
hostname” for R e sOn Myst start wih an alchanument aod end with an
SOAM Server. siohanumect | [A yelue 1 requiies |
Primary SDS VIP: SRR R E RS
|:| Select “SYSTEM Role * SVETEM OAM Sedart the funcson of tha sarver (4 value & raquires |
2 MP
OAM” for the Role
from the pull-down
menu.
Primary SDS VIP:
I:' Input the assigned Svetom D ; System 1D for the NOAMP |
hostname again as the ¥ o] Rangs = A 54-character str
“System ID” for the
SO Server (A or B).
Primary SDS VIP: System ID System 1D for the NOAMP or SOAM

Range = A 84-character string. “alid

Hardware profile of the server

Primary SDS VIP:

Select the Network
Element Name for the
SDS from the pull-
down menu.

NOTE: After the
Network Element
Name is selected, the
Interfaces fields will
be displayed, as seen
in Step 41.

Network Element Name * SDS_NE v

Zelect the network element [A value is required ]

Primary SDS VIP:

Enter the site location.

Location

Bangalors

NOTE: Location is an optional field.

Locason descopton [Default = = Rangs = A {Scheracher

Mg VAl viiue s any et atning
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Step

Procedure

Result

[]

Primary SDS VIP:

1) Enter the XMI IP
address and IMI IP

address for the SDS
SOAM Server.

2) Set the XMl
Interface to “xmi” and
DO NOT check the
VLAN checkbox.

3) Set the IMI
Interface to “imi” and
DO NOT check the
VLAN checkbox.

Network IP Address

XMI (10.240.108.0/26)

IMI (169.254.2.0/26)

10.240.108.21

169.254.2.11

Interface

xmi[™] [ VLAN (14)

imi [v] [ vean(1s)

Primary SDS VIP:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address for
an NTP Server.

3) Enter 3 NTP Server
IP address, repeat (1)
and (2) to enter it.

4) Optionally, click
the “Prefer” checkbox
to prefer one NTP
Server over the other.

NTP Servers:

NTP Server IP Address
NTP Servers:

NTP Server IP Address
10.250.32.10
NTP Servers:

NTP Server IP Address

10.250.32.10
10.250.32.51

10.250.32.129

Apply Cancel

Prefer

Prefer

Prefer

Add

Remove

Add
Remove
Remove

Remaove
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Step

Procedure

Result

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating “Pre-
Validation passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =

Info

o + Pre-\Validation passed - Data NOT comimitted ...

Attribute Value

Hostname * 50s-50-3
XMI {10.240.10€.0/26) 10.240.108.20 xmi[v] [ VLAN [14)
1N (168.254.2.0V26) 169.254.2.13 imi [w] [ VLAN (15)
NTP Servers:

NTP Server IP Address Prefer Add

10.250.32.1D O Remove

Ok Apply Cancel

Primary SDS VIP:

If the values provided
match the network
ranges assigned to the
NE, the user must
select the ‘Info’ box to
receive a banner
information message
showing that the data
has been validated and
committed

Main Menu: Configuration -> Servers [Insert]

* Data committed!

Attribute

Hostname *

Value

50s-50-3
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Step

Procedure

Result

Primary SDS VIP:

the server should now
be highlighted.

|- Main Menu . .
2 % g A Main Menu: Configuration -> Servers
I:' Select. .. [+] () Administration
[=] <y Configuration _
. [= ‘3 Networking
Main Menu [ Networks
> Configuration D Bivkion Hostname Role System ID
- Servers [ Routes Netwiork
= sds-no-a sds-no-a
[ senvices OAMEP
...as shown on the L] Servers gs-sds-1 Query Server
right. [2) server Groups
D Resource Domains dp-stis1 ME
[ Piaces
[ Place Associations e gimg( T
+ (C)Dscp
[= 3 Alarms & Events sds-so-a System OAM  sds-so-a
[ View Active
[7) View History
[2) \View Trap Log
[+] (] Security Log
[=) {3y Status & Manage
" Network Elements
7} Server
i HA
7 Database
Y KPis
" Processes — - P =
it Delete =xport
& C_j Tasks nsel ete XJ eport
[ Files o
Primary SDS VIP: Main Menu: Configuration -> Servers
« Tha Tun 02 0932138 2036 ED
I:‘ On the “Configuration ..
2
?Servers screen, Hostname Role System 1D Server Group Chement Locaton Place Desails
find the newly added R
System SOAM server sro0 Naes  twros pHIS sos e engeoe et
in the list. : e S o5 v B X 10240 108 1
oo - ot oo e
25309 System QAN 305-50-2 SDS_ NE Bangowre 1.:!“ ‘L;‘;s‘z ';f‘:'
Primary SDS VIP: Hostname Role System ID Serves GroUp  Fammcet Location Prace Detaits
I:' Use the cursor to sveos A vivroe RS sos e Pargekrs rgt-rer v i
select the new SOAM ey s o MG e e St 108 12340 108 1
server entry added in
the Step 35. 2p-3us-1 e 03 NE bangatye
o a%e-r0 m or-3dsn0 soc bangaiore
The row containing RS |s,,,__m ]M 1 ism'“‘ }w o 10340 136 31
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Step

Procedure

[]

Primary SDS VIP:

Select the “Export”
dialogue button
(bottom left corner of
screen).

“ws-s0-e System OAM | sdsaca

et Cant Owelete Cxport Heport

Configure the SDS
SOAM B server.

e Repeat Steps 33- 48 of this procedure for the SDS SOAM B Server.

Primary SDS VIP:

Click the “Logout”
link on the SDS server
GUI.

\ccount guiadmin ¥ | Log Out

Wed Mov 16 11:23:

30 2016 UT

Primary SDS VIP:

Access the server
console.

Connect to the Active SDS VIP console using one of the access methods described in Section 2.3.

Primary SDS VIP:

Log into the server as
the admusr

login: admusr
Password: <admusr_password>

Primary SDS VIP:

Change directory into
the file management
space.

$ sudo cd /var/TKLC/db/filemgmt

Primary SDS VIP:

Get a directory listing
and find the
configuration files
with the SOAM server
A and B name as
shown in red.

Note: These should
appear toward the
bottom of the listing.

$ Is —Itr TKLCConfigData*.sh

*** TRUNCATED OUTPUT ***
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:37 TKLCConfigData.so-carync-a.sh
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:50 TKLCConfigData.so-carync-b.sh
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Step

Procedure

Result

[]

Primary SDS VIP:

Copy the configuration
files found in the
previous step to the
PMAC.

$ sudo scp -p <configuration_file-a> <configuration_file-b> admusr@<PMAC_Mgmt_IP>:/tmp/
admusr@10.240.39.4's password:
TKLCConfigData.so-carync-a.sh
TKLCConfigData.so-carync-b.sh
[admusr@sds-mrsvnc-a filemgmt]#

1.7KB/s 00:00
1.7KB/s 00:00

100% 1741
100% 1741

Primary SDS VIP: $ exit

Logout of the Primary

SDS CLI.

PMAC Server CLI: login: admusr

Use SSH to login to
the PMAC Guest VM
server as the admusr.

Password: <admusr_password>

PMAC Guest VM:

Keyexchange with
SOAM control IP

$ keyexchange admusr@<SOAM_Control_IP>

Example:

[admusr@nassau-enc-pmac-1 ~]$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

Password of admusr:

Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...

The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

ssh is working correctly.

[admusr@nassau-enc-pmac-1 ~]$

PMAC Guest VM:

Copy the server
configuration file to
the Control IP for the
SOAM.

Note: The Control IP
for each OAM is
obtained in Step 18 of
this procedure.

$ scp -p /tmp/<configuration_file> admusr@<SOAM_Control_IP>:/var/TKLC/db/filemgmt
admusr@192.168.1.199's password:
TKLCConfigData.so-carync-a.sh

100% 1741 1.7KB/s 00:00

PMAC Guest VM:

Connect to the SOAM
server console from
the PMAC Server
Console

$ sudo ssh < SOAM_Guest_Control_IP>
admusr@192.168.1.199's password: <admusr_password>
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Step

Procedure

Result

[]

SOAM Guest VM:

Copy the server
configuration file to
the “/var/tmp”
directory on the server,
making sure to rename
the file by omitting the
server hostname
(shown in red) from
the file name.

Example:

TKLCConfigData<.server_hostname>.sh =» will translate to =» TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.so-carync-a.sh /var/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file and
automatically execute it when found.

SOAM Guest VM:

After the script
completes, a broadcast
message will be sent to
the terminal.

NOTE: The user
should be aware that
the time to complete

**#* NO OUTPUT FOR = 3-20 MINUTES ***
Broadcast message from admusr (Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.

this step varies by <ENTER>
server and may take

from 3-20 minutes to

complete.

SOAM Guest VM: $ date

Verify that the desired
Time Zone is currently
in use.

Mon Aug 10 19:34:51 UTC 2015

Verify if the Timezone displayed above matches the value set in Procedure 2, Step 42.

SOAM Guest VM:

Initiate a reboot of the
SOAM server.

$ sudo init 6

SOAM Guest VM:

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

Connection to 192.168.1.199 closed by remote host.
Connection to 192.168.1.199 closed.

PMAC Guest VM:

After the SOAM
server has completed
reboot, re-connect to
the SOAM server
console from the
PMAC Server Console

$ sudo ssh <SOAM_Control_IP>
admusr@192.168.1.199's password: <admusr_password>
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Procedure

Result

[]

SOAM Guest VM:

1) Verify that the IMI
IP address input in

$ ifconfig |grep in
control Link encap:Ethernet HWaddr 52:54:00:23:DC:32

inet addr:192.168.1.199 Bcast:192.168.1.255 Mask:255.255.255.0

Step 41 has been imi Link encap:Ethernet_j¥ 400.33:DC:DC

applied as specified. inet addr:10.240.38. Mask:255.255.255.192
lo Link encap:Local Loopbac

2) Verify that the XMI inet addr:127.0.0.1 Mask:255.0.0.0

IP address input in xmi  Link encap:Ethernet 2 54:00:63:63:BD

Step 41 has been inet addr:10.240.39. Mask:255.255.255.128

applied as specified.

SOAM Guest VM: $ sudo syscheck

Execute a “syscheck”
to verify the current
health of the server.

Running modules in class hardware...

OK

Running modules in class disk...

OK

Running modules in class net...

OK

Running modules in class system...

OK

Running modules in class proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log
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Procedure

Result

SOAM Guest VM:

Accept upgrade to the
Application Software.

- Running the "accept"

script from the
command line now
launches a screen
session on blades &
VM Guest.

- Use the "q" key to
exit the screen session

[admusr@nassau-sds-so-b ~]$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Backout::BackoutType::RPM

Accepting Upgrade

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing 'etc/my.cnf' from RCS repository

INFO: Removing ‘/etc/pam.d/password-auth' from RCS repository
INFO: Removing ‘'/etc/pam.d/system-auth' from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0' from RCS repository
INFO: Removing ‘/etc/php.d/zip.ini' from RCS repository
INFO: Removing ‘/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===

screen session: use 'screen -x upgrade' to reconnect

Type the letter "g" on the keyboard to exit the screen session.

[screen is terminating]
[admusr@nassau-sds-so-b ~]$

Apply the SDS
SOAM B server
configuration file.

e Repeat Steps 57 - 69 this procedure for SOAM Server B.
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Procedure

Result

[]

SOAM Guest B:

From the SOAM-B
Guest, “ping” the IMI
IP address of the
SOAM-A Guest

$ ping —c 5 10.240.38.78

PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.

64 bytes from 10.240.38.78: icmp_seq=1 ttI=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=2 ttI=64 time=0.017 ms
64 bytes from 10.240.38.78: icmp_seq=3 ttI=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=4 ttI=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp_seq=>5 ttI=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp_seq=6 ttI=64 time=0.028 ms

--- 10.240.38.78 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms

SOAM Guest B:

From the SOAM-B
Guest, “ping” the XMI
IP address of the
SOAM-A Guest

$ ping —c 5 10.240.39.150

PING 10.240.39.150 (10.240.39.150) 56(84) bytes of data.

64 bytes from 10.240.39.150: icmp_seq=1 ttl=64 time=0.024 ms
64 bytes from 10.240.39.150: icmp_seq=2 ttI=64 time=0.033 ms
64 bytes from 10.240.39.150: icmp_seq=3 ttI=64 time=0.032 ms
64 bytes from 10.240.39.150: icmp_seq=4 ttI=64 time=0.026 ms
64 bytes from 10.240.39.150: icmp_seq=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.150: icmp_seq=6 ttl=64 time=0.026 ms

--- 10.240.39.150 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms

SOAM Guest B:

From the SOAM-B
Guest, “ping” the local
XMI Gateway address
associated with the
SOAM NE.

$ ping —¢ 5 10.240.39.1

PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.

64 bytes from 10.240.39.1: icmp_seq=1 ttI=64 time=0.024 ms
64 bytes from 10.240.39.1: icmp_seq=2 ttI=64 time=0.033 ms
64 bytes from 10.240.39.1: icmp_seq=3 ttI=64 time=0.032 ms
64 bytes from 10.240.39.1: icmp_seq=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp_seq=5 ttI=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp_seq=6 ttlI=64 time=0.026 ms

--- 10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms

SOAM Guest VM:

Use the “ntpq”
command to verify
that the server has
connectivity to the
assigned Primary and
Secondary NTP
server(s).

$ ntpg -np
remote refid sttwhen poll reach delay offset jitter

+10.250.32.10 192.5.41.209 2u 1391024 377 2.008 1.006 1.049
*10.250.32.51 192.5.41.209 2u 9791024 377 0.507 1.664 0.702
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Result

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.

2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN
RESTART THIS PROCEDURE BEGINNING WITH STEP 74.

SOAM Guest VM:

Exit from the SOAM
command line to
return the PMAC
server console prompt.

$ exit

PMAC Guest VM:

Exit from the PMAC
server

$ exit

THIS PROCEDURE HAS BEEN COMPLETED

146




SDS Initial Installation and Configuration

5.8

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different stages of the
procedure. During the execution of a step, the user is directed to ignore errors related to values other than the ones

OAM Pairing for SDS SOAM sites (All SOAM sites)

referenced by that step.

Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

Primary SDS VIP:

Launch an approved
web browser and
connect to the SDS VIP
address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended) ”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusty
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or interc
server.

We recommend that you close this webpage and do not continue to
® Click here to close this webpage.

'k:i' Continue to this website (not recommended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI using
the default user and
password.

ORACLE

Tue May 21 143424 2010 EDT

Oracle System Login

Log In
Enter your usemame and password to log in

Usemame
Password. |

Change passwd

Log in

Waloome to ihe Orade Syatem Login

This application 15 designed 10 woek with most modern HTMLS compliard trowsers and uses doth JaaScipt
anc cookies Pleass refer to e Ovacie Software Wab Browsar Support Policy for getals

Unauthorzed access is prohidasd

Oracie 3nd Java &% regvsisred Yademanks of Qracie Coparahion andior £5 aMiaias
OMev Names may 06 rademarks of heir rBspecive ownars

Copyngnt © 2010, 2016, Qvacie andiov s afitatas Al ngia resened
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Result

Primary SDS VIP:

The user should be
presented the SDS Main
Menu as shown on the
right.

[]

LOMIMmUMICations Liametes Signal Koutef Full AGOress Kesolution

= B Van Moy
< Aomsnirenon

X
=
=
=
=
I
Q
W

~ Main Menu: [Main]

n Genersl Opsons
= ) Access Commel
* ] Sofware Vamagerme
= o Ferrens Sarvers
_] LDAF Suthentasto
() ENVF Tespong
) Duts Exzent
() OM& Corfguraton
= 4 Corfigarabon
A Nermoscng
_} Nataorcs
L) Devoms
3 P
) Servces
_] Servery
_) Server Grouge
) Fesource Domsire
_] Paves
) Pace Aascosnors
3 LjDece
= i Alars & Sveets
] View k=
) Vi atery
) Viw Tras Log
& ) Secutyiog
o Statin & Maruge
| Ntz Demen
" Server

e

Tren  the user-cefrm
2 be modded uang the ‘Cecers’ Opts

Login Nams

Last Logn Time: 2
Last Legh @ |
Receat Failed Lo

Craoe o Java we regrieret Yasenas o Orece Cosormon snder

Primary SDS VIP:
Select...
Main Menu

-> Configuration
-> Server Groups

...as shown on the
right.

= =) Main Menu
= {3 Administration
(%] Genersl Options
[} Access Control
[ Software Management
© (_y Remote Servers
[ LDAP Authenticstio
[©) SNMP Trapping
[) Dsts Export
[7] DNS Configuration
= (g Configurstion
= {3 Networking
] Networks
[) Devices
[) Routes
[ services
[] servers
[] Server Groups
[] Resource Domsins
[] Prsces
[] Pisce Associstions
) bsce

— I VPRSI 3 S

o

I

Main Menu: Configuration -> Server Groups

Server Group Name

Level Parent

dr_sds_gmp A NONE

sds_no_grp A NCNE
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Step

Procedure

Result

[]

Primary SDS VIP:

1) The user will be
presented with the
“Server Groups”
configuration screen as
shown on the right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

NOTE: The user may
need to use the vertical
scroll-bar in order to
make the “Insert”

dialogue button visible.

Main Menu: Configuration -> Server Groups

=

Baver Orinm Maree L ] Flavare

aty_sa gy - "onT

= () Security Log
= (_y Status & Manage
1 Network Elements
1 Server
ThHA
1 Datsbase
T KPIs
1| Processes
T Tasle- s

Insert

Metwest Ewemt SO0 ME  1E -4 Bt TREALY
Sacvwr Nade WA Fret wrs

azroce 10240 12035

Steans v J0E M E - P DALY
Server Bade HA Pt
a-ase
e
e

Report

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Info =
Adding new server group

Field Value

Server Group Mame * sds_so_grp

Level * A ﬂ
Parent * NONE [»]
Function * sDs ﬂ

WAN Replication Connection Count 1

Ok Apply  Cancel

Description
Unique identifier used to label a Server Group. [De

contain at l2ast one slpha and must not start with 2

Select one of the Levels supported by the system.
servers. Lavel C groups contain MP servers] [A va

Select an existing Server Group or MOME [4A value

Select one of the Functions supported by the syste

Specify the number of TCP connections that will be
= An integer between 1 and 8]
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Primary SDS VIP: Field o Descripion
|:| Input the Server Group

\ le G i
Name. Server Group Name * sds_so_grp :;:?:: f;::;«l:e:é::::! :ni:’r:t ‘::::Om;fi
Primary SDS VIP:
- Select Level -

I:‘ Select “B” on the A

“Level” pull-down Level * Select one of the Levels supported by the sy:

menu...

Primary SDS VIP:

|:| Select the 1% SDS Site’s

server group, as entered | Farent”
in Procedure 3, Step 7,
on the “Parent” pull-
down menu...

- Select Parent-
NOMNE
Select an existing Server Group or NOME [A value is reguired.]

sds_bllorenc_grp

Primary SDS VIP:

|:| Select “SDS” on the Function *
“Function” pull-down

menu.

- Select Function -
NCNE

5DS Select one of the Functions supported by the system [A valus is required.]
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Step

Procedure

Result

[]

Primary SDS VIP:

1) The user should be
presented with a banner
information message
stating “Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

o * Pre-\alidation passed - Data NOT committed ...

Field Value Description

Unique identifier u

Server Group Name * sds_so_grp )
- contain &t least on

Parent * st_bIIOan[:_{]rDﬂ Select an existing Server Group or MONE [A value is required ]

Function * sDs ﬂ Select one of the Functions supported by the system [A value is reg

Specify th ber of TCP tions that will b ed lical
WAN Replication Connection Count 1 pe[:l.ﬁ,' S numbsr o connections inat will bs used by replic
= Aninteger between 1and 8]

Ok  Apply Cancel

Primary SDS VIP:

The user should be
presented with a banner
information message
stating “Data
committed”.

Main Menu: Configuration -> Server Groups [Insert]

L.Info =
Info
o * Data committed!
Field Value Description
Unique identifis
5 G M ¥ sds_so
grver roup Mame —s0_arp contain at leasi
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Result

Primary SDS VIP:

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

NOTE: The user may
need to use the vertical
scroll-bar in order to
make the “Edit”
dialogue button visible.

[ wt2_s0_om

Insest Egn Delete  Repoa

= Main M . 3
MMenMew: ~  Main Menu: Configuration -> Server Groups
I:I Select +! [_) Administration
elect... .
= {3 Configuration _
= {Zy Networking
Main Menu % Networks Server Group Name Level  Parent Function
. . | ] Devices =
> Conf|gurat|0n :] O dr_sds_gmp A NONE SDs
- Server Groups [) services
[) servers sds_bllorenc_grp A NONE SDS
[7) server Groups
..as shown on the ) Resource Domains
right. [ Places sds_so_amp B sds_bllorenc_grp SDs
[7) Place Associations
+) () DSCP
=y Alarms & Events
[ view Active
[2) View History »
P”mary SDS VIP: Main Menu: Configuration -> Server Groups
|:| The Server Group entry
should be shown on the Server Group Meme [P - burction Carmettum Ceunt  Servers
“Server Groups” >_4h_yp - €
configuration screen as B e
= o ce®r 30 A e o= "
shown on the right. T = - a1 10241 1029
o 10540 108 29
" s oy 3 sa_threre_Op
Primary SDS VIP: Main Menu: Configuration <> Server Groups
" ]
|:| 1) Select the Server
. . Serves Gioap Mame e Parent Tunctos Carnecton Coust  Servers
Group entry applled in i .
Step 12. The line entry bt Seevr $03_WE  NE 14 Prot DEFAULT
should now be sc_bhoraee_3e 2 NONE 508 Sy M M R
highlighted in. s 10340 106 33
;ovw.yv 1 ] ioa_llm_m .=0’5 L
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Step

Procedure

Result

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups [Edit]”
screen as shown on the
right.

Main Menu: Configuration -= Server Groups [Edit]

Modifying attributes of server group : sds_so_grp

Flald Walue

Sarver Group Hame * sds_so_grp
Lewvel * B

Parent * sds_bllorenc_grp)
Function * 505

WAMN Replication Connection Count 1

50E_ME [ Prefar Metwork Element as spars

Deacription

Unigue [dentifer used to Bbel & Senv
alpha and must not start wihh 3 digi]

Salzct one of tha Levals supportzd oy

-:l Salect an exieting Server Group [A ve

il Salect one of the Funclions supporte:

Spectly the numbsar of TCP connectio
1and &]

the list of “Servers” by
clicking the check box
next to their names.

sarvar £G Inciusion Prafemed Ha Roka
s -50-8 O Inciude In 5G [ Presar sanver as spare
WP Assignment
WP Address A

Ok Apply | Cancal

Primary SDS VIP: Server 5G Inclusion Preferred HA Role

I:‘ Select the “A” server
(13 ”
and the “B” server from | gqg 505 [+ Include in SG [] Prefer server as spare
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

[]

Primary SDS VIP:

1) The user should be
presented with a banner
information message
stating “Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

grp
o * Pre-Validation pazsed - Data MOT committed .

Parent * sds_hbl ErE"E_g’Dﬂ Select an existing

Ok Apply Cancel

Primary SDS VIP:

The user should be
presented with a banner
information message
stating “Data

Main Menu: Configuration -> Server Groups [Edit]

ver group : sds_so_gr
+ Data committed! 9 P —S0_arp

committed”.
Parent * sds_bllorenc_grp ﬂ Select an exizsfing Server Group [A valus is reguired ]
Primary SDS VIP:
D Click the “Add” VIP Address
dialogue button for the —
VIP Address.
Primary SDS VIP:
I:' Input the VIP Address e Add
10.250.32 10 Remove
Primary SDS VIP:
VIP Address
D Click the “Apply” Add
dialogue button.
10.240.102.52 Remove

Ok Apply Cancel
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Step

Procedure

Result

[]

Primary SDS VIP:

1) The user should be
presented with a banner
information message
stating “Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Info =
Info
oy _ arp
* Pre-\alidation passed - Data NOT committed ...
RE—
VIP Assignment
VIP Add
ress Add

10.240.108 .52 Remove

Ok Apply Cancel

Primary SDS VIP:

The user should be
presented with a banner
information message

Main Menu: Configuration -> Server Groups [Edif]

stating “Data Info
itted”.
commitie rver group : sds_so_grp
o * Data committed!
Parent * sds_bl ErE"E_g’Eﬂ Select an evisfing Se
Function * sDs ﬂ Select ome of the Fur
Primary SDS VIP & v Main Meno: Alarmns & Everts > View Active

Select...

Main Menu
- Alarms & Events
- View Active

...as shown on the
right.

s e =

el
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step Procedure

Primary SDS VIP:

Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the SDS
SOAM Server
hostnames in the
“Instance” field..

=1 g Main Menu
= (23 Administration

Main Menu: Alarms & Events -> View Active (Filtered)

E| General Dptions Tosks = [ Grashe =
+] [] Access Control
+] ] Softwars Management
<) 3 Remate Servers sds_no_grp | =Sds_so_3
[ LDAP Authenticatio
j SNMP Trapging Ewvent ID Timestamp
[7] Data Export Alarm Text
[ BNS Gonfiguraticn 10200 2016-06-08 01:10:02.746 EDT

= {3 Cenfiguration

=] iZy Metworking
[7] Metworks
[] Devices
[7] Routes
[ Servicas
[ Servars
[7] Server Groups

“197

Remate Databaze re-initizlization in prograss

Severity
Additiona
MINOR

Remote D

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR BOTH
SDS SOAM SERVERS.

Primary SDS VIP:

I:‘ Select...

Main Menu
-> Status & Manage
- Server

...as shown on the
right.

S ——
[ Data Export
[[] OMS Configuration
= 4o Configuration
=1 4] Metworking
[] Metworis
[] Devices
3 Routes
3 Sarvices
[] servers
[7] server Groups
[[] Resource Domains
:l Plages
[] Fisce Associstions
& [ DSCP
= 44 Alarms & Events
[ view Active
:l Wiew History
[[] view Trap Log
1 Security Log
‘4 Status & Manage
77 Metwork Elemenis

77 Server
9 HA

17 Database
5 KPIs

T

Main Menu: Status & Manage -> Server

Server Hostname
dr-sds-no-a
sds-no-a

sds-no-b

sds-so-2

MNed
=
=i
=
=
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step Procedure Result
Pl’imal’y SDS VIP; Maie Many; Statis & Nansge - Server
==
I:' 1) The “A” and “B” S [So— s - Ropetg Btn  Pres
SOAM servers should S e = :
now appear in the right ™ -
panel. . L e - -—
2) Verify that the “DB”
status shows “Norm”
and the “Proc” status
shows “Man” for both
servers before
proceeding to the next
Step.
Primary SDS VIP: Main Menu: Status & Manage -> Server
Men Jun 06 01:20:50 2016 EDV
|:| 1) Using the mouse, Fiter _+]
select SOAM Server A. Renorti
The line entry should Server Hostname Network Element Appl State  Alm DB stme 2 Proc
now be h|gh||ghted in_ dr-sds-ng-3 SDS_ME Enabied Warn Mormn Morm Morm
sds-no-a SDE_ME Enabled IEE Mo Morm MNorm
sds-no-b SDS_NE Enabled Warn Momn Morm MNorm
2) Select the “Restart” [sdesoa [ sos_nE | Ipisalean | FoER T | Mo | Norm [ Man
dialogue button from
the bottom left corner of | || «owr v iuenn
the screen. [ Wiew History
j View Trap Log
3) Click the “OK” 1 Security Log
button on the 5 Status & Manage
confirmation dialogue 7% Metwork Elements Stop  Restart | Reboot = NTP Sync  Report
box. 1Y Server
= W W
-
4) The user _ShOUId be Message from webpage l&
presented with a
confirmation message
(in the banner area) for f = ! Are you sure you wish to restart application software
SOAM Server A ‘&' on the following server(s)?
stating: “Successfully %ds503
restarted application”.
[ oK ] [ Cancel |
Main Menu: Status & Manage -> Server
[ Fiterr =|: Infio =i
Info
Server Hosti - App
= sds-so0-a; Successfully restarted application.
dr-sds-ng-a Emal
sds-no-a SDS5_ME Emal
o O Shne KIE Fral
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= 44 Alarms & Events
[] view Active
[ view History
:l Wiew Trap Log
3 (01 Security Log
= 44 Status & Mansge
17 Metwork Elemenis
15 Server
T HA
17 Database
o HPIs

Step Procedure Result
Primary SDS VIP: o~ —rr-a )
[] Data Export ~ Main Menu: Status & Manage -» Server
I:' Select... [} ONS Configurstion
I ‘3 Configuration
Main Menu = ‘2l Metworking s Hostna =
erver nos e =
- Status & Manage B Netuorks
3 Devices dr-sds-no-a Soe
- Server _
[] Routes sds-no-a =10
[] Services . =0
...as shown on the [ servers
right. [) Server Groups sds-s0-2 SO
[[] Resource Domains
[] Flzces
[7] Place Associstions
@ (1 DscP

Primary SDS VIP: )
Main Menu: Status & Mznage -> Server

I:‘ Verify that the “Appl =
State” now shows —_—
“Enabled” and that the Serve Hosearse
“Alm, DB, Reporting PESS
Status, & Proc” status s
columns all show ot
“Norm” for SOAM e

Server A before
proceeding to the next
Step.

NOTE: If user chooses
to refresh the Server
status screen in
advance of the default
setting (15-30 sec.).
This may be done by
simply reselecting the
“Status & Manage >
Server” option from the
Main menu on the left.
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step Procedure Result

Primary SDS VIP:

Main Menu: Status & Manage <> Server

|:| 1) Using the mouse, =3
select SOAM Server B. Tomer Hostrar 2o wte R oo
The line entry should AP o Wern
now be highlighted in. = 7R _v_ =

2) Select the “Restart”

dialogue button from

the bottom left corner of e

the screen. _] View History
j \iew Trap Log

7] Security Log

= Status & Manage

3) Click the “OK”
button on the

confirmation dialogue 17 Metwork Elements Stop  Restart HReboot = NTP Sync  Report
box. 1 Server

T L'
4) The user should be Herge bom webptag ——

presented with a
confirmation message

(in the banner area) for | | e A
SOAM Server B ,“
stating: “Successfully Lo ) [ cme
restarted application”.

| Are you sute you wish to restart application software
| on the following server(s)?

Main Menu: 5tatus & Manage -> Server

[ Fiterr =i Infic =i

Info
Server Hosti - App
o = =sds-sodb; Successfully restarted spplication.
dr-sds-ng-3 Enal
sds-no-a SD5_ME Emal
srz.nrch ona KFE Eral
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step

Procedure

[]

Primary SDS VIP:
Select...
Main Menu

- Status & Manage
- Server

...as shown on the
right.

Result
oy = mrree )
[] Data Export ~ Main Menu: Status & Manage -» Server
[[] DMs Configuration
= 3 Configurstion
=1 4l Mebworking
3 Metworks Server Hostname MNed
[] Devices dr-sds-nc-= SO
[ Routes sds-no-a SOt
B} Services sds-no-b =0
:l Servars
sds-50-2 SO

:l Server Groups
[[] Resource Domains
[] Flzces
[7] Place Associstions
= [ Dsce
= 44 Alarms & Events
[] view Active
[ view History
:l Wiew Trap Log B
& [ Security Log
= 44 Status & Mansge
17 Metwork Elemenis
17 Server
A HA
17 Database
T KPIs

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that the
“Alm, DB, Reporting
Status & Proc” status
columns all show
“Norm” for SOAM
Server A and Server B
before proceeding to the
next Step.

Main Menu: Status & Manage -> Server

Sever Hoseame Nebacd: Bepent
s DENE
sEms S5 E
5T DEE
E=E] oS E

NOTE: If user chooses to refresh the Server status screen in advance of the default setting (15-30
sec.). This may be done by simply reselecting the “Status & Manage = Server” option from the Main
menu on the left.
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step

Procedure Result

[]

Primary SDS VIP: ) ]
wccount guiadmin
Click the “Logout” link
on the SDS server GUI.

Wed Mov 16 11:23:30 2016 UT

THIS PROCEDURE HAS BEEN COMPLETED

5.9

DP Installation (All SOAM sites)

The user should be aware that during the Data Processor (DP) installation procedure, various errors may be
seen at different stages of the procedure. During the execution of a step, the user is directed to ignore errors
related to values other than the ones referenced by that step.

Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure Result

EXECUTE Appendix I: ( Disable Hyperthreading For GEN8 & Gen9 (DP Only) ON EACH
DP BLADE AFTER THIS PROCEDURE.

I:I!—‘

PMAC Guest VM: _
&1 There is a problem with this website's security certificate.
~

X

Launch an approved
web browser and
connect to the XMl IP
Address of the
PMAC server at the
SOAM site

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

NOTE: If presented We recommend that you close this webpage and do not continue to

with the “security

e ,, 4 @ Click here to dose this webpage.
certificate” warning - =

screen shown to the i Continue to this website (not recommended).
right, choose the _
following option: = More information

“Continue to this
website (not
recommended)”.
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

2.

[]

PMAC Guest VM:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Enter

Tras appiication is designed 1o work with most modemn M TMLYS compiant browses

tockies. Please refe

Qracle and Jovs are

- Thu Dee S02 16 12 2016 EST

Log In
your useérname and password 10 jog in

Session was logged out at 2:16;12 am.

Usermame. guiadmin
Password. eessess

Change password

Login

' uses both JavaSorpt and
¥ for details

T to the Quatie Softeme YWeb Svowae

Unsuthorized access is probibsed

ragisierad ragemanks of Oracie Comoration andior s affitates

Other names may de racemanks of ther MeSCecive onners

Copyright @ 2015, 2

§ Cragis andior s afMVates. Al rights resenved

PMAC Guest VM:

The user should be
presented the PMAC
Main Menu as shown
on the right...

ORACLE Platform Management & Configuration

= Wain Menu
[F] ‘=3 Hardware

6.3.0.0.0-63.1.0

Platform Management & Configuration

Thu Dec

7 System Inventory

3 System Configu
[ 3 Software

ration

() software Inventory
D Manage Software Images

£ vM Management
] Storage
3 Administration
(O] Status and Manage
[Z) Task Monitoring
&) Help
[3) Legal Motices
= Logout

This is the user-defined welcome message.
Itcan be modified using the ‘General Options’ page, reach
via the Main Menu's ‘Administration’ submenu.

» Login Name: guiadmin
Last Login Time: 2016-12-07 09:49:41
Last Login IP Address: 10.176.254 220
Recent Failed Login Attempts: 0
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Step

Procedure

Result

4,

PMAC Guest VM:

ORACLE piatform Management & Configuration 620008310
Select the designated '

= B Main Menu

[]

Main Menu: Hardware -> System Inventory -> Cabinet 505 ->

DP server blade from [ o Hatware The Dec 00 0712
the Menu... [¥) 3 Systam nwentory
[/ ) Cabinet 204 Tasis v
[ =3 Cavinet 505
M = Enclosure 50502 Hardwmre Sotwara Natwon I
3] ) Enciosure nfo
> Hardware [ Bay 048-04 Entity Summary Product Area
- System Inventory [ Bay 0B=-0A Eraly Trpe  Server Bisos Mot HP
> <Cabinet> ) By tF:Server iade Encloswe 50502 ProduciName  ProLian BLAECE Gend
abinet ) Bay 2F-Server Bade B‘) % P"YNM

- <Enclosure> [) Bay 3F-Sarver Biace Hobawap State  Actve Procuct Verson 210 Jan 15 2018
> <Server Blade> _] B3y 4F Server Blace Senal Number USE31IYSEM

[3) Bay 5F-Server Buade Asset Tag  NIA

g Bay SF-Servar Blacs File \d

_] Say TF-Server Blade
...as shown on the ) By BF-Server Biace . == 2
right. [ Bay OF-Server Biace Vg Dt Time  NiA © Pan Number

:_] Eay 10F Sarver Biade Manubwlorer Saral Number USEZ15¥SAM

1) By 11F-Server Blade Procuet Nams

[2) Bay 12F-Server Biade Far Nonmer  841016-621

() &ay 13F-Sarver Blade Senal Number  USE311Y58M

J Bay 18F-Serve! Blade Fie kg

(_’ Bay 15F-Servel Blads

‘j Bay 15F . Servar Biade

__] By 1R-Swikzh

[]) Bay 2R-Swikzh Instas OS Cold Reset

r_] £ay 3R-SAN Swacn Upgrade . ot Uparad o301 L1poEn

L) Bay 4R-SAN Swich
4l ) Cabinet 507

5 PMAC Guest VM: Main Menu: M > System Inventory <> Cabinet 5.059 lm;

I:' Install the operating _
system by clicking the —r—
“Install OS” dialogue ey Summary Product Ana
button Erty Tow  Sarve Sade Nittatrw M
Ractowrw 23912 Prosctiere  Poact BLASK Serd
By ™ Pat Nerter

Padat Vorsih 299 Jak 192018
Saral Marder  USEDM YEOM

Hobbmar ak Ao

M Tog e
Fen
Boawd Ared Chassis Area
g Dot T WA SwtresTae
Manstacuie DAt MUt LSESTI YA
Fradsit hame

Farurmel  MIDIRIY
Senatesnsal  USEY 1 YSaN
T

0% Coml Ranat
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result
PMAC Guest VM:
6. Select Image
I:' 1) Select the desired Image Name Type Architecture Description
TPD Image o R Tosesenomnmee- T mmseesossooooeoooo e
:nggnftaII—?.3.D.{].{]_88.2?.DDracIeL|nux6.8— Bodtable E"‘S'ﬁ_ﬁ‘i 588.2?
2) Click the “Start B e o — T o
TPD.install-7.3.0.0.0_88.28.0-0racleLinuxg.8-
Software Install” %86_64 2IEIE Rl it
dlalogue button T™OE-3.3.00.0_88.27.0-285_64 Bootable %86_64 8827
TVOE-3.3.0.0.0_88.28.0-x86_64 Bootable x86_64 88.28
L= o

Supply Software Install Arguments (Optional)

Start Software Install

Back

PMAC Guest VM:

The user should be
presented with an
“Are you sure you
want to install”
message box as

-

Message from webpage -

-

'lé.' You have selected to install a bootable OS iso on the selected targets.

The following targets already have an Application:
Enc:50502 Bay:2F ==> TVOE

Are you sure you want to install
TPD.install-7.3.0.0.0_88.27.0-OracleLinux6.8-x86_64 on all entities in the

shown on the right. Targets list?
U]
Click the “OK” [ OK ‘ [ Cancel
dialogue button L
8 PMAC Guest VM: Software Install - Select Image
I:' Not_e the task number Targets Sakick lsasgs
assigned to SDS
Application upgrade_ Eomry Swnn mape Name Type Archisctre  Description
This number will be {1P0 metai 7 305 n_ss:rn-:nne.rr-.-oe-".xum PR

used to track its
progress.

This task takes up to
~25 minutes.

285_54

3000 8528 D-Ocaciayinua 2-
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result

Execute "Install OS” . -
9. for each additional e Repeat Steps 4 - 8 of this procedure for each additional DP server blade
|:| DP Server. in the SOAM enclosure.

PMAC Guest VM: =
10. ORACLE Platform Management & Configuration 6.40.00-646.0
I:' 1) Select...

Main Menu

- Task Monitoring
...as shown on the

= =) Main Menu

Main Menu: Task Monitoring

[=] =3 Hardware
[+ (] System Inventory

right. = ] System Configuration
[= 3 Software ID  Task Target
[1) software Inventory F) 165 Backup PM&C
[£) Manage Software Images
K | s JjJom - — | (TS
Lj VM Management ¢ _j ] i i Enc:505
- | 1 164 | Install OS | o]
[# (] Storage e Mottt b e
[# (] Administration Enc:505
o ' : ] 163 InstallOS Gueat: ¢
[#] (] Status and Manage
[5) Task Monitoring B Enc:505
| 162 InstallOS 2
@ Help Guest: ¢
[ Legal Notices Enc:505
B ] 161 Install OS i
Logout
A 4en Arcant RMS: RI
PMAC Guest VM: L T Target satin Skt Tk Oustpet  Ruoeeg Tree  Sowrt Thew Progres
11 ME  Baca PWAS NG Bachap ot (eohs COMIMETE WA 0001 - "“ 1
I:' Wait till Progress is o Gl st E:“&ﬂm "‘“"I:‘:;‘:“\‘.‘”mn Lo e e .ﬁ;’l;’-“ e
100% W|th a Status Of J MmO f‘.?.‘-(("z)-‘[:;,l' ";:'_.'I:‘u"‘i‘. Y ALBBIID comprTs WA AT {‘ s 175
Success and a State ) W2 s o Dun ORSRRIIARE BAITA- ‘comnEle, W w1s e
of Complete. 1 AL ue 20402 ey AE Dore: TPO.oatab P3300 BAIID. (e G SR 30180930 4
.... Then proceed to -
the next step.
PMAC Guest VM: -
atform Managemen onfiguration 4.0.0.0-64.6.
12 ORACLE piatiorm m t & Configurati 6.4.0.0.0-646.0

Re-select the
designated DP server
blade from the
Menu...

Main Menu

- Hardware

- System Inventory
- <Cabinet>

- <Enclosure>

- <Server Blade>

...as shown on the
right.

= Main Menu
[=] ‘3 Hardware
23 System Inventory
(7 System Configuration
=] ‘=3 Software
[£) software Inventory
[5) Manage Software Images
] VM Management

Platform Management & Configuration
Thu Dec

(O] Storage This is the user-defined welcome message.
3 Administration It can be modified using the "General Options’ page, reach
(] Status and Manage via the Main Menu's "Administration’ submenu.
3

D Task Manitaring » Login Mame: guiadmin

Hel Last Login Time: 2016-12-07 09:45:41

@ Help Last Login IP Address: 10.176.254 220

D Legal Notices Recent Failed Login Attempts: 0

(= Logout
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

13.

[]

PMAC Guest VM:

Select the “Software”

tab.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Tasks

Hardware oftware Megvork VM Info

Thu Dec 08 07:35:51 2016

Operating System Details

Application Details

Operating System Red Hat Enterprise Linux Server Application
Operating System Version 6.8 “ersion
Hostname hostname3dfifalcard4 Function
Platform Software TPD (x86_64) Designation
Platform Version 7.3.0.0.0-88.28.0

Upgrade State  NotIn Upgrade
Install OS Cold Reset

Upgrade

Patch
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Step

Procedure

Result

14,

[]

PMAC Guest VM:

1) Verify the correct
TPD is shown.

2) Verify
“Application Details
are blank.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Thu Dec 08 07:35:51 2016

Tasks ~

Hardware Software

Metwork

W Info

Operating System
Operating System Version
Hostname

Platform Software
Flatform Version

Upgrade State

Operating System Details

Red Hat Enterprise Linux Server
6.8

hostname3dfi7alcaid4

TPD (xB6_64)

7.3.00.0-88.280

NotIn Upgrade

Application Details
Application
ersion
Function
Designation

Install 05
Upgrade
Patch

Cold Reset

PMAC Guest VM:

1) Select the
“Network” tab.

2) Make note of the
control IP address for
this DP, called
“bond0”; it will be
referenced later

3) Select the
“Upgrade” button.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay

Hardware Software

Network

Metworking Details:

Interface | IP Address Admin Status | Operational Status
—
bond0 sﬁ@l..’254.1‘18.‘158 Up Up
W'ﬁsﬂ::dad&%ﬁ:mda:%sn Up Up
Install 08
Upgrade

Patch

Cold Reset
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

16.

[]

PMAC Guest VM:

1) Select the correct

_______

Select Image

right.

Click the “OK”
dialogue button.

SDS version from the ' Image Name Type Architecture Description
“ 9 i | TTTTTTTTTTomTmmmmommmmmmommmommmmmmommmmmnes
_l!hmalge Nartne rlllSt.Id oratleGuest-5.0.0.0.0_60.5.0-x86_64 Upgrade 86_64
e line entry shou [ e — L gttt e oo gt e e e m e mm e mm e
now be highlighted (. SDS-8.000.0_80160-x86_64 Upgrade %86_564
;I'gé:).EanftaII—T.D.3.D.D_SE.4E.D—OracIeLinuxE.T— Bootable 3664
2) Select the "Start TPD.install-7.3.0.0.0_88.28.0-CracleLinux6.a
Software Upgrade” s B4 T " Bootable ¥B6_64
dialogue button TPD.install-7.3.0.0.0_88.30.0-CracleLinux6.8
JAnstall-r.3.U00.U0_zo. sU.U-CracleLinuxo.o- Bootable 18'5_54
xB6_54
D
Supply Software Upgrade Arguments (Optional)
. - Al |
17 PMAC Guest VM: Message from webpage - I
l The user Sh(.)UId be Are you sure you want to upgrade to S05-8/0.0.0.0_80.16.0-x86 64 on all
presented with an entities in the Targets list? ‘
“Are you sure you ‘
want to upgrade”
message box ————
9 OK J Cancel
....as shown on the - —_— ,

PMAC Guest VM:

Note the task number
assigned to upgrade
SDS application.

This number will be
used to track its
progress.

This task takes up to
~20 minutes.

Targets

Enty

Software Upgrade - Select Image
[Tk ]

Select Image

Archtsciure  Descripbion

TVOE-

Bootabile W6_5d §8 2%

Install SDS SW on
each remaining DP
server blade.

Repeat Steps 10 - 18 of this procedure for each additional DP server
blade installed in the SOAM enclosure.
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20 PMAC Guest VM: & Main M
: = =) Main Menu C . >
D Select = s —— Main Menu: Task Monitoring
=
[=] &3 System Inventory
Main Menu [+ (] Cabinet 504
- Task Monitoring [+ ] Cabinet505 D Task Target
& (] Cabinet507 Fese et jrasmanTannTasseanne |pEssaasansgsasns
&3 Cabi 'Y lese | usgrade | Enc:50502 Bay:;
...as shown on the (1] FRU Info =t et | Guest: guest2
ri ht Y3 < . D B B D
g [#] (] System Configuration _j Enc:50502 Bay:;
[ &3 Software | 129 Upgrade Giest: o quest
[0 Software Inventory ) P N— RMS: RMS50004
[£) Manage Software Images Guest: guest2
VM Management s
[+] Administration e e .
& SStatUs and Manage * 0O 126 msanos 533393@“
[+ :
Task Monitoring x o
gHeip M 125 installos s LR B
Legal Notices : :
Bl et} B 124 mstanos S
PMAC Guest VM: S T AL e W T W R T TN S e
21. Jerm mnlongy cews | cov T 4 | | oonan g {
‘ LN . i i o H Y i
I:' Wait till Progress is i Mol i - om) ey
100% with a Status of T ettt - TE comere W owa T
Success and a State TSp— RMS RMSSMONN] Do RIS 73004 BOTA.  coue oo ” Juss.av.30 =

of Complete.

.... Then proceed to
the next step.

amst guest]

Orasiolnaud bamh 84

PMAC Guest VM::

Click the “Logout”
link on the PMAC
server GUI.

in Account guiadmin ¥ |

Thu Dec 08 08:47: 38 2016 UTC
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23.

[]

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

a) There is a problem with this website's security certi
A

The security certificate presented by this website was not issued by a trust

The security certificate presented by this website was issued for a

Security certificate problems may indicate an attempt to fool you
server,

We recommend that you close this webpage and do not continue to

@ Click here to dlose this webpage.

"s;i' Continue to this website (not recommended).

@ More information

ficate.

different

or intercy

24,

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Mon Jun 8 00:47:60 2018 EDT

Log In

Session was logged out at 12:47:50 am.

Username: |
Password:
| Chamge passward

Log In

Enter your usemame and password to log in

Welcome fo the Cracle System Login.

This application is designed to work with most modern HTMLES compliant browsers and uses both JevaScript and
cookies. Flease refer to the Oracle Soffwsre Web Browser Support Policy for details.

Unauthorized accass is prohibited.

COracle and Javs are regisfersd trsdemarks of Orscle Comporation sndior itz sffilisfes.
Cither names may be trademarks of their regpeciive owners.

Copyright 8 2070, 2016, Orscle andfor itz affiiafes. Al rghtz

mezaned
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[] server Groups
[] Resource Domains
] Placas
[] Piace Associations
= (1 DScP
= i Alarms & Events
s .

Step Procedure Result
25 P”mary SDS VlP ORACLE Conrmmicatioss Duaneter Sigma’ Ruouter Full Address Rewchiton - x. o ®
|:| The user should be sl Main Manu: [Main]
presented the SDS ~poovopel
Main Menu as shown
on the right. -
. .‘ v )y hae
] i Lo M
A Lamt Laga Twwe: 211 hit23 4
Pecat Fatee Logh Armegts
Primary SDS VIP: .
26. y - _Qgi:';:ﬂen; ) ~  Main Menu: Configuration -> Servers
- menistration
1) Select...
] 5] General Options P
Main Menu =1 [ Access Control
- Configuration &l [ Software Management Hostname Rola System
> Servers F| & Remot= Servers
h th ] LD&F Authenticatio sds-no-a Metwork OAMEP sds-ne-
...as shown on the 7] NP Trapging
right 7 Data Export sds-no-b Matwork OAMEP sdseno-t
[J] ONS Corfiguration
2) Select the “Insert” =] 3 Configuraion gs-sd=-1 Query Serwer
i =1 5 Networki
dialogue button. J:l Newnnfﬁ dr-sds-no-a Metwork OAMEP dr-sds-n
[] Devices
:I - sds-50-3 Systern CAM sds-50-z
[ services
] Senvers
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27.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Main Menu: Configuration -> Servers [Insert]

Adding a new server

Attribute Value

Hostname * |

Role * - Select Role - [+]
System ID

Hardware Profile 505 HP c-Class Blade W1 ﬂ

Network Element Name * - Unassigned -[v|

Location
Ok Apply  Cancel

Primary SDS VIP: '
28. y Adding a new server
I:' Input the assigned preeeon ou Descrigtios

“‘hostname” for the

Database Processor Unens 2am &

(DP) T do4ds g Vakd 5!

AIMEIC and 20 with 3% sohanuTesx ) (A vale 2

(SR

Primary SDS VIP:

Select “MP” for the
server Role from the
pull-down menu.

and win an aohanumant | (A value

- Select Roke
NETWORK OAM&P
SYSTEM OAM
v

QUERY SERVER

% roqured.|

Savect the Ancton of the sacuer [A varue = receed ]
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30.

[]

Primary SDS VIP:

Using the chart
provided, select the
DP Hardware Profile
which is appropriate
to your installation
from the pull-down
menu.

NOTE: The choice
of DP HW Profile is
dictated by the
placement of the
XMI switch pair in
the c-Class
enclosure.

Hardware Profile

SDS HP Rack Mount

SDS Cloud Guest

SDS HP c-Class Blade V1
SDS HP c-Class Blade V2

3DS HP c-Class Blade VO

Hardware profile of the server

) Bonded
DP HW Profile Network Comments
Interfaces

SDS HP c-Class | IMI Bondo Use when both XMI and IMI
Blade VO (eth01, ethoz) | A'® t0 be VLAN tagged.

XMI

M Bond0 Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V1 bond1 DP blade mezzanine card

XMI (eth23, eth24) | Ports eth23 / eth24.

M Bond0 Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V2 bond1 DP blade mezzanine card

XMI (eth21, eth22) ports eth21 / eth22.

Primary SDS VIP:

Select the Network
Element Name of the
SOAM site where the
DP is physically
located from the list of
available NEs in the
pull-down menu

Neswork Element Namz * B

Sekect the retwork glement [A vale sreqursd |

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,

as seen in Step 33

Primary SDS VIP:

Enter the site
location.

NOTE: Location is an
optional field.

Location

banjalore X

Locafion description [Default ="".
string.]
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33.

[]

Primary SDS VIP:

1) Enter the IMI IP
address for the DP
Server.

2) Set the IMI
Interface to “bond0”
and “check” the
VLAN checkbox.

Notwork

NTTRNALYOWN (10.75.1682.12825)

MTERNALIN (192.160.0.0:24)

1P Addross

interfaca

DP Server

Network

Interface

VLAN
Checkbox

DP

IMI

bond0

4

LAN (3

VIAN (4

34.

1) Enter the customer
assigned XMl IP
address for the DP
Server.

Layer 3

(No VLAN tagging
used for XMI)

2) Set the XMI
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox.

-OR -

Layer 2

(VLAN tagging used
for XMI)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

DP Server

Network

VLAN tagging
(on XMI network)

Interface

VLAN
Checkbox

DP

XMI

No

bond1

X

Yes

bond0

4

11 CAUTION!!!|

It is crucial that the correct network configuration be selected in Steps 33 - 34 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DP Server installation procedure over from the beginning.
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Result

Primary SDS VIP:

35. y

I:' 1) Click the “NTP
Servers:” “Add”

dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click the
“Prefer” checkbox to
prefer one NTP
Server over the other.

NTP Servers:

NTP Server IP Address

10.250.32.10

NTP Servers:

NTP Server IP Address

10.240.21.151

10.240.21.192

10.240.21.193

Prefer

Prefer

Add

Remove

Remove

Remove

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button...

Network ¥ Adiress

XM (A0 M0 2208407 o240 221 67

W 10B. 250 A0 159235442

NTP Secvers

NTF Server P Aadress

‘.El

Mtertace

o ¢

Remown

Remowe

Remove

Primary SDS VIP:

If the values provided
match the network
ranges assigned to
the NE, the user must
select the ‘Info’ box to
receive a banner
information message
showing that the data
has been committed
to the DB.

Main Menu: Configuration -> Servers [Insert]

Flinfes =]
Info
o = Data committed!
TAftiribute Value
Hostname * 5d5-50-a
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Primary SDS VIP: = Mzin Menu - ; i
38. A o A Main Menu: Configuration -> Servers
Select I 3] Administration
D elect... ':-_-','I General DFﬂ.iDnE
& [ Access Control
Main Menu = [ Software Management Hostname Role Syste
- Configuration =] ‘3 Remote Servers
> Servers :‘I LOAF Authanticatio sds-no-a Network OAMEP sds-n
[£] SMMP Trapping
j Diata Export sds-no-b Metwork QAMEP sds-ne
...as shown on the [7] DNS Configurstion
right. o 3 Configuration qs-sds-1 Cluery Server
= ] Metworki
- d dr-sds-no-g Network OAMEP dr-sds
[ Metworks
[] Devices
sds-so-a System DAM sds-5¢
[] Routes
B Services dp-sds-1 NP
[] servers
[] server Groups
*
[[] Resource Domains
[] Flzces
[] Flzce Associations
= [C] DscP
= dlerrns B Buante
Primary SDS VIP:
. in Menu: Configuration - vers
39 Main Menu: Conf tion > Ser
|:| On the s
“Configuration Sanbare g PR s Nobt Thcent Lacatin —
->Servers” screen, - o o S ace —
find the newly added —
DP server in the list. i e | e ==l e ===
Ir-acs-) Cowrp Server wh_ro_gm soa_ne Bamgaore
Note: The DP server aca-z-e P . Face-z-a o an pp Oargacre
will have a “MP” r0|e_ sivaca Tywhen OAM pe— = s s soa_Me fasgacre
dadte1 w 08 1t Ha-zare
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Primary SDS VIP:
40. Network )
|:| 1) Using the mouse Hostname Role System 1D Server Group Element Location Place
SgldeCé the neW'y sds-no-a x::;ﬁ sds-no-a sds_mo_grp SDS_MNE Bangalors
added DP server
entry_ The |ine entry sds-no-b gﬂ;:;ﬁ sds-no-b sds_mo_grp 5D5_ME Bangalore
containing the server
with a “MP” rOle gs-sds-1 Query Server sds_mo_grp SDS_NE Bangalore
fl?gohl::ghrt](e)év be dr-sds-no-a gﬂ;:;ﬁ dr-sds-no-a dr_sds_grp 5D5_ME Bangalore
sds-50-3 Systern a0 sds-so-1 sds_so.8 5D5_ME Bangalore
2) Click the “Export” dp-sd=-1 MP 5D5_ME Bangalore
dialogue button from -
the bottom left corner
of the screen.
Insert Edit Delete Export  Report
41. Primary SDS VIP: Main Menu: Configuration -> Servers
|:| The user must select : :
the ‘Info’ box to [ Fiterr =] info  v!
receive a banner Info
information message Hostname cation
Showing a download o = Exported server dats in TRLCConfigData.dp-sds-1.sh may be downlosded
link for the “MP” sds-no-a - SIS SOs T QT So=_T = o=Engalors
configuration data. CAMER - -
sds-no-b nNEE‘EEﬁ sds-no-b sds mo grp SDE ME Bangalora
42 Configure/Export the
: each additional DP e Repeat Steps 26 - 41 of this procedure for each additional DP server installed in
|:| server to be installed the SOAM cabinet.
for this SOAM site.
43 | Primary SDSVIP: lpdates | Help | Logged in Account guisdmig(w| | Log Out

Click the “Logout”
link on the SDS
server GUI.

8.0.0.0.0-50.3.1

44,

Primary SDS VIP:

1) SSH to the
Primary SDS NOAM
VIP and access the
command prompt.

2) Log into the server
as the “admusr” user.

login: admusr

Using keyboard-interactive authentication.
Password: <admusr_password>

Primary SDS VIP:

Change directory to
filemgmt

$ cd /var/TKLC/db/filemgmt
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46.

[]

Primary SDS VIP:

Attain directory listing.

Look for the
configuration file(s)
that have just been
generated for the
DP(s). This should
appear toward the
bottom of the output.

$ Is —lItr TKLCConfigData*.sh

*+ TRUNCATED OUTPUT ***

-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:54 TKLCConfigData.dp-carync-1.sh
-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:57 TKLCConfigData.dp-carync-2.sh

Primary SDS VIP:

Use scp to copy the
file(s) to the PMAC
server.

$sudo scp —p <configuration_file-1> <configuration_file-2>
admusr@<PMAC_Mgmt_IP>:/tmp/

Password: <admusr_password>
TKLCConfigData.dp-carync-1.sh  100% 1757 1.7KB/s 00:00
TKLCConfigData.dp-carync-2.sh  100% 1757 1.7KB/s 00:00
$

48. Primary SDS VIP: $ exit
Logout of the Primary
SDS CLI.
49 PMAC Server CLI: login: admusr

Use SSH to login to
the PMAC Guest VM
server as the
admusr.

Password: <admusr_password>

50.

PMAC Guest VM:

Key exchange with
DP control IP

$ keyexchange admusr@<DP_Control_IP>

Example:

[admusr@nassau-enc-pmac-1 ~|$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

Password of admusr:

Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...

The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

ssh is working correctly.

[admusr@nassau-enc-pmac-1 ~|$
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51.

[]

PMAC Guest VM:

Copy the server
configuration file to
the Control IP for the
DP.

Note: The Control IP
for each DP is
obtained in Step 15
of this procedure.

$ scp —p /tmp/<configuration_file> admusr@<DP_Control_IP>:/var/TKLC/db/filemgmt/

Password: <admusr_password>

TKLCConfigData.dp-carync-1.sh 100% 1757 1.7KB/s 00:00

PMAC Guest VM:

Connect to the DP
server console from
the PMAC Server
Console.

$ ssh <DP_Control_IP>
Password: <admusr_password>

DP Server:

Copy the SDS DP
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname (shown in
red) from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.dp-carync-1.sh
Ivar/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

DP Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 15:47:33 2009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

55 DP Server: $ date
Verify that the desired Mon Aug 10 19:34:51 UTC 2015
Time Zone is
currently in use.
DP Server: sudo init 6
56 $

Initiate a reboot of the
DP.
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57.

[]

DP Server:

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

$ Connection to 192.168.1.226 closed by remote host.
Connection to 192.168.1.226 closed.

PMAC Guest VM:

After the DP server
has completed
reboot...

Re-connect to the DP
server console from
the PMAC Server
Console

$ sudo ssh <DP_Control_IP>
Password: <admusr_password>

DP Server:

1) Verify that the XMI
IP address input in
Step 33 has been
applied to “bond1”.

2) Verify that the IMI
IP address input in
Step 33 has been

applied to “bond0.4”.

NOTE: Exact bond
configuration may
vary for custom
network
implementations.

$ifconfig |grep in
bond0 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64

inet addr:192.168.1.226 Bcast:192.168.1.255 Mask:255.255.255.0
bond0.4 Link encap:Ethernet_ HWaddr B4:99:BA:AC:BD:64

inet addr:10.240Q8.82 Bcast:10.24038.127 Mask:255.255.255.192

ethO1 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
eth02 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

DP Server:

From the DP Server,
“ping” the IMI IP
address of the
SOAM-A Guest.

$ ping —c 5 10.240.38.78

PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.

64 bytes from 10.240.38.78: icmp_seq=1 ttI=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=2 ttI=64 time=0.017 ms
64 bytes from 10.240.38.78: icmp_seq=3 ttI=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp_seq=5 ttI=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp_seq=6 ttlI=64 time=0.028 ms

--- 10.240.38.78 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms
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61.

[]

DP Server:

From the DP Server,
“ping” the local XMl
Gateway address
associated with the
SOAM NE.

$ ping —¢ 5 10.240.39.1

PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.

64 bytes from 10.240.39.1: icmp_seq=1 ttI=64 time=0.024 ms
64 bytes from 10.240.39.1: icmp_seq=2 ttl=64 time=0.033 ms
64 bytes from 10.240.39.1: icmp_seq=3 ttI=64 time=0.032 ms
64 bytes from 10.240.39.1: icmp_seq=4 ttlI=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp_seq=5 ttI=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp_seq=6 ttI=64 time=0.026 ms

--- 10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms

DP Server:

Use the “ntpq”
command to verify
connectivity to the
assigned Primary and
Secondary NTP

$ ntpqg -np

remote refid sttwhen poll reach delay offset jitter

+10.250.32.10 192.5.41.209 2u 1391024 377 2.008 1.006 1.049
*10.250.32.51 192.5.41.209 2u 9791024 377 0.507 1.664 0.702

server(s).
63 DP Server: $ sudo syscheck
- Running modules in class hardware...
|:| Execute a

“syscheck” to verify
the current health of
the server.

OK
Running modules in class disk...
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
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64.

DP Server:

Accept upgrade to the
Application Software.

Use "q" key to exit the
screen session.

[admusr@nassau-dp-2 ~]$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Backout::BackoutType::RPM

Accepting Upgrade

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing 'fetc/my.cnf' from RCS repository

INFO: Removing '/etc/pam.d/password-auth' from RCS repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0' from RCS repository
INFO: Removing '/etc/php.d/zip.ini' from RCS repository

INFO: Removing 'fvar/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===

screen session: use 'screen -x upgrade' to reconnect

Type the letter "q" on the keyboard to exit the screen session.

[screen is terminating]
[admusr@nassau-dp-2 ~]$

NOTE:
EXECUTE Appendix |: Disable Hyper threading (DP Only) on server before exiting.
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65.

[]

DP Server:

Exit from the
command line to
return the server
console to the login
prompt.

$ exit
Connection to 192.168.1.199 closed.

Apply the
configuration file for
each additional DP
server installed at the
SOAM site.

® Repeat Steps 51 - 65 of this procedure for each subtending DP server installed in

the same SOAM enclosure.

67 PMAC Guest VM: $ exit
I:' Exit from the PMAC

server.
68 Primary SDS VIP: R

| select : A_:L_::i”m o ~ Main Menu: Configuration -> Server Groups
I:' elect... = ;
j i
Main Menu

-> Configuration
- Server Groups

...as shown on the
right.

] Software Management
‘3 Remoie Sarvers
[[] LDAP Authenticatio
[2] SNMP Trapping dr_=ds_grp
[7] Data Expart
[]] DMs Configuration
T ‘4 Configuration
= ] Metworking
[] Metworis i
[] Devices
[] Routes
[] services
J Servers

J Server Groups

Server Group Mame

sds_no_grp

sds so o8

[] Resource Domains

[] Pleces

J Place Associations
= [ Dsce

t Bl & P mmie

Insert

Level Parent

MNONE

NONE

sds_no_grp

Report

Function

sDs

sSDs

sDs
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69.

[]

Primary SDS VIP:

1) The user will be
presented with the
“Server Groups”
configuration screen

= =) Main Menu
o ‘4] Administration
%] Genersl Options
& [ Access Control
& [ Software Management

Main Menu: Configuration -> Server Groups

as shown on the right. = £3 Remote Servers Server Group Mame Level Parent Function
[] LDAP Authenticatio
2) Select the “Insert” [] SMMP Trapping dr_sds_grp A MONE s0s
dialogue button from [] Data Export
the bottom left corner [7] ONS Configuration
of the screen. = 3 Configuration
= {3 Nebwarking £ds_no_grp A NONE S0S
:I Metworks I
[] Devices
[ Routes
:I Sarvices » = .
:I Servers s s0_&8 sds_no_grp
[] server Groups
[] Resource Domains
:I Flaces
_T‘I Flace Associations Insert e
= [[] DSCP
Primary SDS VIP:
70. Main Menu: Configuration < Server Groups [Insert]
I:' The user will be e~
Eresented with the A o S e
Server Groups
[Insert]” screen as
shown on the right. . ol ¥_1h_1_57 apreo 22 rsien : e Ao
NOTE: Leave the A . MO SO Aw SR LA S i AP T OO "
“WAN Replication
Connection Count” e -
blank (it will default to -
1).
) 505 .
N 3 v | - d e » .
O Apty  Canesd
Primary SDS VIP:
71. Field Value Description
I:' Input the Server
r Name.
Group Name Unique identifier used to label a Server G
Server Group Name * dp sd= 1_grp

nat start with a digit.] [A value is required.

NOTE: Each DP will have its own server group. Group names may be differentiated by

assigning each a unique name.
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Step

Procedure

Result

72.

[]

Primary SDS VIP:

Select “C” on the
“Level” pull-down

- Select Level -
A
B

TIJL SLEIL WD = WRJIL. | & VEIUE 1= el

Select one of the Levels supported t

“Function” pull-down
menu.

menu. Level * servers.] [A value is required.]

Primary SDS VIP: P
73. y - Select Parent-
|:| Select System OAM EJFOQJdES

L
group OD the Parent * Select an existing Server Group or MONE [A
Parent” pull-down

menu.

74. Primary SDS VIP: - Select Function -
« ” MOME

I:' Select "SDS” on the “unction * Select one of the Functions sug
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

75.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Info -

Info

o « Pre-Validation passed - Data NOT committed ...

Server Group Name *

Level *

Parent *

Function *

WAN Replication Connection Count

Ok Apply Cancel

dp sds 1 grp

MOMNE

SD5

1

Unigue ider
alphanumer

Selectone ¢
are optional

Selectan e:x

Selectone ¢

Specify the |
Server Grou
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Step

Procedure

Result

76.

[]

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

= Dats commitied!

Server Group Mame *

Value

dp_=d=_1_grp

Description

Unigue identifier used to label a
not start with & digit.] [A value is

Primary SDS VIP:

1) Select...

Main Menu

-> Configuration
- Server Groups

...as shown on the
right

2) The user will be
presented with the
“Configuration >
Server Groups”
screen as shown on
the right.

= i) Main Menu
ol 2] Administration
% 3 Configurator
D _’!.‘cv.'«:" ng

) Networks

) Berver Groced
]r«,.;; % Domans
3} Prace:

L] Praces

_]F::; D0

2l O3 DBCP

S1s & Manage

Main Menu: Configuration -> Server Groups

F=)

Servet Geoup Name

S056_DF_02_GRP

Laval Parent
_SO_GRF
S05_S0_GRF

A RONE
B )S_NO_GRS

Fum
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result

Primary SDS VIP: i i i
78. Main Menu: Configuration -> Server Groups

I:' 1) Using the mouse,
select the MP Server

Group associated

with the DP being ———
installed. Server Group Name Level Parent Function Count Servers
i dp_sds_1_gp ic isdssos i sDS i1

2) Select the “Edit”

dialogue button from
the bottom left corner dr_sds_grp A MOME SOS 1 Sarver

of the screen. dr-sds-no-a

Mehwork Elemer

Mehwork Elemer

Server
sds_no_grp A NOMNE 505 1 qs-sds-1

sds-no-3
sds-no-b

Mebwork Elemer

sds_so a8 B sds_no_grp s0s 1 Server
sds-s0-3

Insert Edit Delete Report
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

79.

[]

Primary SDS VIP:

The user will be
presented with the
“Configuration >
Server Groups
[Edit]” screen as
shown on the right

Main Menu: Configuration -> Server Groups [Edit]

Modifying attributes of server group : dp_sds_1_grp
Field Value Description

Unigue identifier used to label

Server Group Name * o sis 1 o [A walue is required ]

Lewel * c :l Select one of the Levels suppa
Parent * =ds_so a ﬂ Selact an existing Senver Grou
Function * 505 ﬂ Select one of the Functions su|
WAN Replication Connection Count 1 Specify the number of TCP cor

SD5_NE [] Prefer Network Element as spare

Server 56 Inclusicn Freferrad HA Role

dp-sds-1 O Include in 3G [] Prefer server as spare

VIP Assignment

VIP Address

Ok Apply | Cancel

Primary SDS VIP:

Select the “DP”

Server 5G Inclusion Preferred HA Role

server from the list of
“Servers” by clicking
the check box next its
name.

dp-sds-1

Include in 5G

[] Prefer server as spare
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

81.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

_amp
= Pre-\alidation passed - Data NOT committed ...
VamE Description
5 G N *
Sruerisroup Name dp_sds_1_grp [A wzlue is required ]
W Aaseprnent
W address Add
Ox Aggly Cancel

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

L
Info
rver group : dp_sds_1_gr
o - Dsta committed! g 0 ap_ —1-amw
Field Value Description

Unigue identifier used to

5 G N *
srversroup Hame [A value is required ]

dp_sds_1_grp

Salect one of the Levels

Level * C []

Place each additional
DP Server into its
respective DP Server
Group.

® Repeat Steps 68 - 82 of this procedure for each subtending DP server installed in

the same SOAM enclosure, using a unique group for each DP.
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the DP
Server hostnames in
the “Instance” field..

= g Main Menu

=] {23 Adrministration
E| General Dptions
+] [ Access Contral
+| [ Sofware Management
= g Remote Servers
1] LDAP Authenticatic
[£] SMMF Trapping
[£] Data Export
[7) DNS Canfiguration
= iZ3 Cenfiguration
=] iy Netwarking
[ Networks
[F] Devices
1) Rout=s
[0 Services
[] servers
[ Server Groups

Main Menu: Alarms & Events -> View Active (Filtered)

Tasks = | Graph* ~
sds_no _grp | sds_so_3
Event ID Timestamp
Seq#
Alarm Text
10200 2016-D8-06 01:10:03.745 EDT
73120

Femote Database re-initizlization in prograss

Step Procedure Result
Primary SDS VIP: _ i
84. 18 Ma';:'e””t ) o Main Menu: Alarms & Events -> View Active
Select... T ' AemmsiEtion
E] General Options ) P PTRE =
Main Menu %] ] Access Control
— +| [ Software Management
9 A|armS & EventS =3 Remote Servers sds_no_grp 5d5_sa_3
- View Active [7] LDAP Authenticatio .
j SMMF Trapging seq# Event ID Timestamp
...as shown on the j Diata Expont Alarm Text
right. [3) DNS Configuration 3122 2016-06-08 02:21:57.072 EOT
=] iZy Configuration 10
=] (3 Metworking HA Avzilsbility Stats Degraded
.j getworks 10075 2016-06-06 02:21:55.852 EDT
.j Buices P
j Routes Application processes have been manually stoppad
7] Services
. B _ 32532 2016-D6-D8 02:21:47.700 EDT
[ Senvers .
[ Server Groups Server Upgrade Pending AcceptReject
[7] Resource Domains
[7] Places v 24 10300 2016-D6-D8 01:20:10.363 EDT
j Placs Associstions SMMP Trapping Mot Configured
s [ bscr 2532 2016-06-06 01-1:12.088 EOT
= i3 Alarms & Events -
j View Active - Server Upgrade Pending AcceptReject
.—1 View Histary 10200 2016-058-06 01:10:03.745 EDT
_"| View Trap Log 7320
4 [ Securty Log Remats Dstabass re-initislization in progress
85 Primary SDS VIP: e

Seve
Addi
IMINA

Rem|

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
ALL DP SERVERS.

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result
86 Primary SDS VIP: eyl NIn Menu: Status & Manage <> Sarver
I:' Select... -
1 Rerws Swves i Mt Meah Eeswrt et v = -y Pree
) Canlgans vass M e - '
. 3 Marw | Dowes baners [ ar ter o
Main Menu e = . >
> Status & Manage B ok, s 3 a5 - -
- Server S b
...as shown on the
right.
87 Primary SDS VIP: Main Menu: Status & Manage -> Server
I:' Verify that the “DB & s
Reporting” status Serves Horame L — o Pros
columns all show g sosE . [
“Norm” for the DP at sadsnca S08.%€ on "]
this point. The wenca soa e o s
“Proc” column oot S8 NE iz forrs
should show “Man”. e o e -
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Step

Procedure

Result

88.

Primary SDS VIP:

Main Menu: Status & Manage <> Server

Mot Ao O £3: 36-99 2006 B2

|:| 1) Using the mouse, a0
SeIeCt the “DP” . Jacewt Howtharms Networs Element m Proc
hostname. The line ey - - ==
entry should now be T :
highlighted in. . -
Mot oy o
2) Select the - - -
“Restart” dialogue el ] | s
button from the
bottom left corner of
the screen. 7 -
Message from webpage @
3) Click the “OK”
buttqn On_the ) y "\ Are you sure you wish to restart application software
confirmation dialogue ) on the following server(s)?
box. - dp-sds-1
4) The user should be I
presented with a ( OK ] [ Cancel J
confirmation message §
(in the banner area)
f?srf;ieg:ulf';atmg' Main Menu: Status & Manage -> Server
restarted - e
application”. | Fiber =] lnfo v
Infio
Server Hostr
NOTE: The user may resrTas o - dp-sds-1: Successfully restarted applcation.
need to use the dp-sds-1
vertical scroll-bar in ; )
order to make the grsde-ne-2 S05_NE
“Restart” dialogue sd=-no-3 SDE_NE
button visible.
Primary SDS VIP: — . )
89. o gManten Main Menu: Status & Manage > Server
I:' Select... ¥ (] Administration
3] [ Configuraton
Main Menu =] iy Alarms & Events
- View Active
- Status & Manage %‘uﬁewl-i'tary Server Hostname Metwork Element Appl State
> Server 7 View Trap Log dpesds-f 505 NE Enabled
4] (] Secarty Log drsdsno-s SDS_NE Enzbled
...as shown on the =]y Stas & Manage
right. T Network Elements ' sds-no-3 505 _NE Enabled
Y Sanyer sds-no-b SDE_NE Enabled
LY sds-50-3 505 NE Enabled
7Y Databazz
L ol
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

90.

[]

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
the “DP”.

Main Menu: Status & Manage -> Server

Mon Jun 06 02:30:25 2016 EI

Server Hostname Hetworl ppl m LE ';ET:HH\
dp-sds-1 DS _NE Enabled Warn Morm MNorm I'\onn/
dr-sds-no-3 SDS_NE Morm
sds-no-3 SDS_NE Enabled ST o Morm Norm
sds-no-b SDS_NE Enabled Warn Morm Morm Morm
sds-s0-a SDS_NE Enabled Warn Morm Morm Morm

Repeat this
procedure for each
additional DP Server.

e Repeat Steps 86 - 90 of this procedure for each additional DP server installed in

the SOAM cabinet.

THIS PROCEDURE HAS BEEN COMPLETED
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5.10

DP servers are configured.

Configuring ComAgent

This procedure configures the ComAgent that allows the SDS Data Processor servers and the DSR
Message Processor servers to communicate with each other. These steps cannot be executed until all SDS

Procedure 11: Configuring comAgent (All SOAM sites)

F56657-01

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an
approved web
browser and
connect to the XMl
Virtual IP Address
(VIP) of the SDS

NOTE: If
presented with the
“security certificate
warning screen
shown to the right,
choose the
following option:
“Continue to this
website (not
recommended)”.

»”

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or interce

server.

We recommend that you close this webpage and do not continue to

'@' Click here to close this webpage.

B Continue to this website (not recommended).

@ More information

Primary SDS VIP:

The user should be
presented the login
screen shown on
the right.

Login to the GUI
using the default
user and
password.

ORACLE

Oracle System Login

Mon Jun & 02:32:07 2018 EDT

Log In

Enter your username and password to log in

Session was logged owt at 2:32:07 am.

Username:
Passwaord:

[0 Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with mast modem HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software YWeb Browser Support Policy for details.

Unauthorized access is prohibited.

COracle and Java are regisfered frademarks of Oracle Corporafion andior i#s affiiates.
Cther names may be trademarks of fheir respechive owners.
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Procedure 11: Configuring comAgent (All SOAM sites)

3 Primary SDS VIP:

|:| The user should be
presented the SDS
Main Menu as

shown on the right.

: *f"-zz":::f:im__im Main Menu: [Main]
+] [] Configuration
=] 3 Alarms & Events
] View Active
1] View Histary
] View Trap Log
+] [] Security Log
= (3 Status & Manapge
T4 Metwork Elements
5 Server
HA
7Y Databas=
5 KPls
Th Processes
+] ] Tasks
[F] Files
+] ] Measurements
+] ] Communication Agent
+ [ =D b
& Help

] Legal Motices
[® Logout

Primary SDS VIP:

Select...

Main Menu

->Communication
Agent

->Configuration
->Remote Servers

...as shown on the
right.

= Jg) Main Menu
(-] Administration
(] Cenfiguration

(] Security Log Remote Server Name

3 Status & Manape
7 Metwork Elements

+] ] Alarms & Evenis

T Server
A HA
7 Databass
T4 KPIs
77 Processes
+] ] Tasks
[] Files
+] [] Measurements
=] {23 Communication Agent
=] i3 Configuration
[7] Remate Serers
[7] Connection Graups
] Routed Services i
+] ] Maintenance
~ ena

Remote Server IP Address{es)

Main Menu: Communication Agent -> Configuration -> Remote Servers

E.z'::m SRRy Local Server Grou|

Primary SDS VIP:

Select the “Insert”
dialogue button

Insert

Primary SDS VIP:

Enter the “Remote
Server Name” for
the DSR Message
Processer server

Field Value

Remote Server Name * RSSDSMP1

Diescription

Unigue identifier used to label 3 Remote Serisr.
[Default: n/a; Rangs: & 32-character string. Valid o
alphanumeric.] [A value is required.]
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Primary SDS VIP:

7.

|:| Enter the “Remote
Server IMI IP
Address” and "IP
Address
Preference".

Remote Server IPvd IP Address 180254 5 157

NOTE: This should be the IMI IP address of the MP blade.

IP Address Preference ComAgent Network Preference E|

Default value can be used.

Thiz is the [Pvd IP address of the Remote !
Default: nfa;
Ranpge: A walid IPvd P address.

The Preferred IP Address for
connection establishment.

[Default = ComAgent Metwark
Preference; Range = |Pv4 Preferred,
IPvG Preferred or ComAgent Network
Preference ]

Primary SDS VIP:

Select “Client” for
the Remote
Server Mode from
the pull-down
menu.

Remote Server Made * — Select —

Client
Server

Identifies the mode in which the Remots Senver
[A value 5 required |

Primary SDS VIP:

Select the Local
Server Group for
the SDS Data
Processer server

group

Avallable Local Server Groups

Multidpp3 DP1
Multidgp3 DP2

Assigned Local Server Groups Add

Assigned Local Server Groups

Primary SDS VIP:
10. y

Click the “Apply”
dialogue button

Avaliable Local Server Groups

Remove

Assigned Local Sarver Groups

Assigned Local Server Groups

Mutiapp3 DP1
Multidpp ;_[:P:
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Procedure 11: Configuring comAgent (All SOAM sites)

11.

[]

Primary SDS VIP:

Under the “Info”
banner option, the
user should be
presented with a
message stating
“Data committed”

Main Menu: Communication Agent -> Configuration -» Remote Servers [Insert]

alue Description

- Data committed!

Unigue identifier used to label 2 Remote Server.
Remote Server Name * RESDSMP1 [Default: n/a; Rangs: A 32-charscter string. Valid ch
alphanumeric.] [A vakue is required ]

This iz the IPvd IP address of the Remats Senver. If

Remote Server IPvd IP Address 150,254 5. 157 Defzul nis;
Ranpe: A valid IPwd I address.

e Repeat steps 5 - 11 of this procedure for each additional remote DA-MP in the associated DSR

SOAM NE.

THIS PROCEDURE HAS BEEN COMPLETED
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VGA REDIRECTION WINDOW

Step Procedure

Result

Launch an approved web
browser and connect to
the iLO interface

/= Home

1.
n S

File Edit

NOTE: Always use https://
for iLO GUI access.

f\ n
W e

- Windows Internet Explorer

| £] https://10.240.240.91

View Favorites Tools Help

& Home

The web browser will
display a warning

v e [ @Cerﬁﬁcat& Error: Navigation Blocked

[

message regarding the
Security Certificate.

NOTE: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept
server.

We recommend that you close this webpage and do not continue to thi
& Click here to close this webpage.
fgﬂ' Continue to this website (not recommended).

(*)

) More information

Login to the iLO console
as “Administrator”

@

Integrated Lights-Out 2

HP Proliont

O NATH | atres

Faniwird: sssssess

T TS TN
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4. The admin GUI is [ ¢ Integrated Lights-Out 2 _l
I:' displayed. @ - L - T
J
Select the “Remote e
Console” tab in the upper
left corner of the GUI. [ Wematury |
R o

5| T oo ool E ==
|:| Information GUI is _ _
displayed Tovies i T e Vs | Fe Rmert | ppwrr

Remote Console Information a

Click on the “Integrated e,
Remote Console” option it

6. The iLO Console window % Intel(R) RNM2 Remate Console - 10.740,240.91
I:' is displayed. Chit-*ARsDeitte

NOTE: The console
window resembles an MS-
DOS window but DOES
NOT have a scroll-back
buffer.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix B. CREATING TEMPORARY EXTERNAL IP ADDRESS FOR ACCESSING
SDS GUI

This procedure creates a temporary external IP address that will be used for accessing the SDS GUI prior to
configuring the first SDS server. This procedure assumes that the user has access to the ILO and can
access an external (XMI) network at the customer site.

Step

In this procedure you will configure a temporary external IP Address for SDS Server A for the 15t
SDS site. The user will use this IP Address in a web browser to access the GUI to configure the

first SDS server.

lei|

Log onto the SDS
NOAM Server A
ILO as indicated in
0

NOTE: Output
similar to that
shown on the right
will appear.

hostname1260476221 login: admusr
Password: <admusr_password>

For Gen8: Delete
bondo, if present

For Gen9:
Delete bond0

$ sudo netAdm delete -—device=bond0

eth01 was successfully removed from bond0
eth1l was successfully removed from bond0
Interface bondO removed

For GEN9

$ sudo netAdm delete ——device=bond0

eth01 was successfully removed from bondO
eth02 was successfully removed from bondO
Interface bond0 removed

Add XMI IP
address to the first
SDS server

(SDS NOAM-A)
and have it use
interface eth02 for
Gen8 and eth03 for
Gen9

For Gens8:

$ sudo netAdm set —device=eth02
-—onboot=yes -—netmask=255.255.255.0
-—address=<XMI_IP_Address_for_SDS_A>
Interface eth02 updated

For Gen9:

$ sudo netAdm set —device=eth03
-—onboot=yes -—netmask=255.255.255.0
-—address=<XMI_IP_Address_for_SDS_A>
Interface eth03 updated
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Add route to the
default gateway for
the first SDS site

For Gens8:

$ sudo netAdm add —-device=eth02
-—route=default -—gateway=<XMI_IP_Address_for_default_gateway>
Route to eth02 added

For Gen9:

$ sudo netAdm add —device=eth03

-—route=default -—gateway=<XMI_IP_Address_for_default_gateway>
Route to eth03 added

Wait a few minutes
and then ping the
default gateway to
ensure
connectivity.

$ ping <XMI_IP_Address_for_default_gateway>

Log off the ILO

$ exit

D.\l D.@

Important NOTE:
This interface
must be un-
configured

NOTE: If this method is used, then the For Gen8 eth02(0r eth03 for Gen9)
interface must be un-configured in Step 1 of Procedure 2 in Section 5.0, “

Configuring SDS Servers A and B (1st SDS NOAM site only)”

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C. ESTABLISHING A LOCAL CONNECTION FOR ACCESSING THE SDS

GUI

This procedure contains steps to connect a laptop to the SDS NOAM-A server via a directly cabled Ethernet
connection and setting the IP address of the laptop. This procedure enables the user to use the laptop for
accessing the SDS GUI prior to configuring the first SDS server.

Step

In this procedure you will configure a temporary external IP Address for SDS Server NOAM A for
the 1%t SDS site. The user will use this IP Address in a web browser to access the GUI to
configure the first SDS server.

Access the SDS
NOAM-A server’'s
console.

Connect to the SDS NOAM-A server’s console using one of the access methods
described in Section 2.3.

D!\J DH

1) Access the
command prompt.

2) Log into the SDS
NOAM-A server as
the “admusr” user.

hostname1260476221 login: admusr
Password: <admusr_password>

This step, DL380
Gen8 only!

Configure static IP
192.168.100.11 on
the eth14 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=eth14 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes

This step, DL380
Gen9 only!

Configure static IP
192.168.100.11 on
the eth08 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=eth08 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes
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Execute this step
5. | for HP DL380
Gen8:

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of
SDS NOAM-A
server ETH14 (top
left port).

2) Plug the other
end of the Ethernet
cable into the
laptop’s Ethernet
jack.

Execute this step

For HP DL380
Gen9:

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of
SDS NOAM-A
server ETHO8
(bottom left port).

2) Plug the other
end of the Ethernet
cable into the
laptop’s Ethernet
jack.

'fi s
——
5 '. ..
e -':ZE:;. o
.~

_ o‘{a = 3

Tmamas Legyeni

'

} T T T T HP DL380p Gen8 Backplane
33888 iLo4

i w2

| oot sodl sudl e

(WU RN RN Ty

HP DL380 (Gen9), DC (Rear Panel):

————
i;s=="~"
L&

&/

.°,F)- ”b

t'44 5/

| —
o )
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Access the laptop
network interface
card's TCP/IP

“Properties” screen.

NOTE: For this
step follow the
instruction specific
to the laptop’s OS
(XP, Vista or Win
7).

Wlndows XP

Go to Control Panel

e Double-click on Network
Connections

e Right-click the wired Ethernet
Interface icon and select
“Properties”

Select “Internet Protocol (TCP/IP)” and

select “Properties”

4 Local Arpa Connection Properties

Sewrd  Adverced
Serrect uwng

WP Brmadcom Nettrwre Ggabt Ethers

Confgum

Thz cormecton uses the folowrng ters

¥ 55 Fie and Prtet Saeng for Mo Networks -~
¥ 5025 Packet Schadder
~
< >
| st | Prpanes
———————t ___._.{,_

(wscaptan

Trenteneson Cotod Pasiocel reenet Protocel. The defot
wide 3o ratwork DrOLcol that Drovides COmMUNCaton
SOTEE GVETH PR OrTecied netaocka

| Srow can n osficaton s weee conveced
7| Nty e whwe #ue cxrmacson has krted o ne conmectiay

Wlndows Vista/Win 7

Go to Control Panel.

e Double-click on Network and
Sharing Center

e Select Manage Network
Connections (left menu)

¢ Right-click the wired Ethernet
Interface icon and select
“Properties”

Select “Internet Protocol Version 4
TCP/IPv4)”

4. Local Aroa Connoction Proporties

Ganersl | Accanced

Conrect usng

WP Enadoom Netveme Gosbt Efeme

Tha connacson usms the folawing Sers

v JOFsn wrd Prreas Shartg 4or Moroent Neeworka -~
v QoS Packs Scheaduber
L4 Aeant Prosoc (TOPAF)
v
< >
| et | Propeties 1. |
Tr— C=p]
Dwsctoten 5
Trremsson Comol Prosocol reemet Prinocd The defat
ontde mwa network protoccl that provdes cammurcaton
ocruz: Sverse riecorrmcied retworks
T 5hew e e nctfc s swa vhen coraced
| Netfy s when ths connecton has bmted of no conmeciviy
| ox || Cwce

1) Set the IP
address and
netmask of the
laptop’s network
interface card to an
IP address within
the same network
subnet as the
statically assigned
IP address used in
Step 3 of this
procedure
(192.168.100.100
is suggested) and
click “OK”.

2) Click “Close”
from the network
interface card’s
main “Properties”
screen.

Serwryl

You can get IP setrge meagred mttrratcaly # your netwosk spports
a3 Cosbity. thervene, you red 1 ask your retnork sckmrasrater for
o apcroorate 1P setngs

Ottan an 1P addess aasorascally I

(%) Uwn the txlowrg 1P addws

IP widmee 192 158 %0 W0

St ma

Defms patwawy

) Une the fellowng DS serrer addmees
Faeferved DAS serven

Aasruse ONG serve

ki

<+ Local Area Connection Properties
Generd | Advarced
Comect Lang
B9 Brosdcom Ne)treme Ggabt Bfeme | [ Cotioue

Ths conrecson uees the folowng ters
Ll et for Mcromafl Networks -~
v J.’--—rr—:r Network Erbarcs
v Wirslens Ftermeciute Driver

v Fhe and Frreas g for Werosoh sk e
< >

ot | [ woemst | [ Propetes |
Deacrysu

Alows your COmpubar tn 2ccess resowrces on a Momaoh
-t O%

f:} Show won n notficaton eme when connected
[#] Moty ree when this cornacnon et kmied or no conrectvey

|__Oe . |

—{y

THIS PROCEDURE HAS BEEN COMPLETED

e The user can now launch an approved web browser on this laptop and connect to
https://192.168.100.11 to access the SDS GUI using a temporary IP address.
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Appendix D. CONFIGURE CISCO 4948E-F AGGREGATION SWITCHES

These switch configuration procedures require that the SDS hardware (servers and switches) are installed in
a frame as indicated in the below picture:

DL380 Geng/Gend
u 5D5 - DC - Seismic
a4 =
23 PDP-A E
42
41 COPEM
40 FILLER PAMEL
39 FILLER PAMEL
38 FILLER PAMEL
a7 FILLER PAMEL
36 FILLER PAMEL
35 FILLER PAMEL
34 FILLER PAMEL
33 FILLER PAMEL
32 FILLER PAMEL
31 SWITCH B (Cisco 4948E-F)
30 FILLER PAMEL E
29 SWITCH A (Cisco 4948E-F)
28 FILLER PAMEL
27 FILLER PAMEL
26 FILLER PAMEL
25 FILLER PAMEL
24 FILLER PAMEL
23 FILLER PAMEL
22 FILLER PAMEL
21 FILLER PAMEL
20 FILLER PAMEL
19 FILLER PAMEL
18 FILLER PAMEL
17 FILLER PAMEL
16 FILLER PAMEL
15 FILLER PAMEL
14 FILLER PAMEL
13 FILLER PAMEL
12 FILLER PAMEL
11 FILLER PAMEL
10 FILLER PAMEL
: SERVER C - QUERY (HP DL380 GenB/Gen3)
e
! SERVER B - 505 NOAM (HP DL380 GenB/Gen3) E
6 @
i SERVER A - SD5 NOAM (HP DL3E0 Gen&/Geng)
3 FILLER PAMEL
2 FILLERE PAMEL
1 FILLER PAMEL
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Figure 10- SDS Frame Layout

D.1  Verifying Cisco Switch Wiring (All SDS NOAM sites)
Step Procedure Result
1 Set/Verify the Far 1 Don 47 Pt £2 Comade Pon

following cable
configuration at the
Cisco 4948E-F
switches:

1) Verify that the ISL
switchlA, Port 1 to
switch1B, Port 1is
CONNECTED.

2) Verify that the ISL
switchlA, Port 2 to
switch1B, Port 2 is
CONNECTED.

3) Verify that the ISL
switchlA, Port 3 to
switch1B, Port 3 is
CONNECTED.

4) Verify that the ISL
switchlA, Port 4 to
switch1B, Port 4 is
CONNECTED.

1B

switch1B i \/ Pod 82
(Top) Son 2 Port 48 :;lox::mmml
1A r-m 1 Pon &7 Fqn 42 Comsile Pon
switchlA
(Bottom)

Management
Fon

Figure 11 - Cisco 4948E-F Switch ISL Connections

DL380 Gen8 only :
Verify that

SERVER A has the
Quad-Serial card
interface ports
connected to the
Console Port each
switch port

\ Por &7 Pt 49 Console Port
SR |

Pon 52
|

Port

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
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Step Procedure Result
T MmN o
1) Verify that the E‘ E‘ E‘ E‘
|:| switchl1A, Console = = = -
Port S1 S2 S3 S4 S At o ]
is CONNECTED to L e | = ] l l l l
SERVER A, — ) 7
Quad-Serial Port < ) C il Wl d
S1 using Cable i L :s:
830-1229-xx. " ot
L )
2) Verify that th Quad-Serial cabl —— - 3:°:':
|:| ).erlfy at the uad->erial caple T\T".‘T’ E‘.ﬁg E
switch1B, Console
Port
is CONNECTED to
SERVER A, S e M) i
. e s Bm, iLO4
Quad-Serial Port TTTT
S2 using Cable St o bo
W Ll

830-1229-xx.

o

Figure 13 - HP DL380 Gen8, Rear Panel (Quad-Serial Ports)

This step, DL380
Gen8 only!

1) Verify that
switchlA, Port 5
D is CONNECTED to
SERVER A, ETHOL.

2) Verify that

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
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Step Procedure Result

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

switch1B, Port 5
is CONNECTED to
|:| SERVER A, ETH11.

<+—ETH14
<+—ETH13
<+—ETH12
+— ETH11

3) Verify that
switchlA, Port 6 r
is CONNECTED to

SERVER B, ETHO1.

»
»
»
|

“ovow
|
<]
‘1
<
dl

4) Verify that WAAA
switch1B, Port 6 T T T T
is CONNECTED to
SERVER B, ETH11. =>a9d
b= Eem em i
v o
5) Verify that
switch1A, Port 7 Figure 5 - HP DL380 Gen8, Rear Panel (Ethernet)

is CONNECTED to
SERVER C, ETHO1.

6) Verify that
switch1B, Port 7

is CONNECTED to
|:| SERVER C, ETH11.
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Step Procedure
4 This step, DL380
: Gen9 only!
1) Verify that the

switchl1A, Console
Port

is CONNECTED to
SERVER A,
USB Port USBO

2) Verify that the

switch1B, Console
Port

is CONNECTED to
SERVER A,
USB Port USB1

Result

L T T T Y

F’ur.\ﬁ Pod &7 PTv. 49 Console Port

\

YT STy Sy Tﬁ::
sderacecasavri M arreitasever RS EEIS NN £3 o
jf | ] 1
! ‘ Pon 52
Por 2
o2 Port 48 Management
Port

Figure 14 - Cisco 4948E-F Switch (Console Port)

T emmmen . ==
- l

e mesEe--- . me

o S wEEwTre
|

~ ' -
’u( @1

Figure 15 - HP DL380 (Gen9), DC (Rear Panel)
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Step Procedure Result
5 This step, DL380 HP DL380 (Gen9), DC (Rear Panel)
: Gen9 only!
1) Verify that

[]

switch1A, Port 5
is CONNECTED to
SERVER A, ETHO1

2) Verify that
switch1B, Port 5
is CONNECTED to
SERVER A, ETHO02

3) Verify that
switchl1A, Port 6
is CONNECTED to
SERVER B, ETHO1

4) Verify that
switch1B, Port 6
is CONNECTED to
SERVER B, ETHO02

5) Verify that
switch1A, Port 7
is CONNECTED to
SERVER C, ETHO1

6) Verify that
switchlB, Port 7
is CONNECTED to
SERVER C, ETHO02

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Figure 16 - HP DL380 (Gen9), DC (Rear Panel)

b 4.
oL___o)

Internal 4-Port NIC
Ethernet Ports
eth01-eth04

}L( gt

HOL e a®l

THIS PROCEDURE HAS BEEN COMPLETED
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Configure Cisco 4948E-F Aggregation Switches

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table for the
proper value to insert depending on your system type.
CAUTION!! All netConfig commands must be typed exactly as they are shown here! Input is case
sensitive, there is no input validation, and some terminal clients will inject bad characters if you backspace!
Use Ctrl-C to exit netConfig if you make a mistake on any field and re-run that command.

Variable management | Serial Port (DL380 Gen8) Serial Port (DL380 Gen9)
server

<switchlA_serial_port> [ SERVER A ttyS4 ttyUSBO

<switch1B_serial_port> | SERVER A ttySS ttyUSB1

Variable

<IOS_image_file>

Fill in the appropriate value from [5]:

Variable

Value

<switch_platform_username>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_platform_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_console_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_enable_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<SERVER A_mgmtVLAN_ip_address > Primary SDS: 169.254.1.11 DR SDS:
169.254.1.14

< SERVER B_mgmtVLAN ip_address> Primary SDS: 169.254.1.12 DR SDS:
169.254.1.15

<switch_mgmtVLAN_id> 2

<switch1lA_mgmtVLAN_ip_address> 169.254.1.1

<netmask> 255.255.255.0
<switch1B_mgmtVLAN_ip_address> 169.254.1.2
<management_server_mgmtinterface> bond0.2

<SERVER A_iLO_ip>
( See NAPD documentation for IP Address )[1]
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< SERVER B_iLO_ip >

( See NAPD documentation for IP Address )[1]

Gen8/

Ethernet Interface DL380 DL380 Gen9

<ethernet_interface_1> | bond0.2
(eth01, eth1l)

bond0.2
(eth01, eth02)

<ethernet_interface_2> | bond0.4
(eth01, eth11)

bond0.4
(eth01, eth02)

Variable

Value

<platcfg_password>

Contact Oracle’s Customer Support Accessing My Oracle
Support (MOS).

<management_server_mgmtinterface>

bond0.2

<switch_backup_user>

Contact Oracle’s Customer Support Accessing My Oracle
Support (MOS)..

<switch_backup_user_password>

Contact Oracle’s Customer Support Accessing My Oracle
Support (MOS).

Note: Uplinks, if present, must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to Section Ofor
determining which cables are used for customer uplink.

Needed Material:

HP Misc. Firmware DVD

HP Solutions Firmware Upgrade Pack Release Notes [4]
Application specific documentation (documentation that referred to this procedure)
Switch A and B initialization xml files and SDS switch configuration xml file located on the NOAM

server in the /usr/TKLC/plat/etc/switch/xml/ directory 1SO.
e Application ISO's with netConfig and its required RPMs.

Note: If a procedural STEP fails to execute successfully, STOP and contact the Customer Care Center by
referring to the Customer Care Center section of this document.

Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step Procedure

Result

SERVER A:

1.
|:| Access the 2.3.
SERVER A console.

Connect to the SERVER A console using one of the access methods described in Section

Log into the HP

mk

“admusr” user.

SERVER A: login: admusr
Using keyboard-interactive authentication.
DL380 server as the | Password: <admusr_password>
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

3.

[]

SERVER A:

Verify the switch1lA
initialization file
exists

Verify the switch1B
initialization file
exists

Verify the switch
configuration files
exist

$Is -l lusr/TKLC/plat/etc/switch/xml/switch1lA_SDS 4948E_E-F_init.xml
$Is -l /lusr/TKLC/plat/etc/switch/xml/switch1B_SDS_4948E_E-F_init.xml

$Is -l lusr/TKLC/plat/etc/switch/xml/Primary_switchlA_SDS 4948E_E-
F_configure.xml

$Is -l lusr/TKLC/plat/etc/switch/xml/Primary_switch1B_SDS 4948E_E-
F_configure.xml

$ Is -l /lusr/TKLC/plat/etc/switch/xml/DR_switch1lA_SDS_4948E_E-F_configure.xml
$Is -l Jusr/TKLC/plat/etc/switch/xml/DR_switch1B_SDS_4948E_E-F_configure.xml

If any file does not exist, contact Customer Care Center for assistance.

I:I:'>

SERVER A:
DL 380 GEN 8:

Verify quad-serial
port mappings
(quad-dongle S1 =
ttyS4, quad-dongle
S2 = ttyS5)

$ sudo setserial -g /dev/ttyS{1..12}

/dev/ttyS1, UART: 16550A, Port: 0x02f8, IRQ: 3
/dev/ttyS2, UART: unknown, Port: 0x03e8, IRQ: 4
/dev/ttyS3, UART: unknown, Port: 0x02e8, IRQ: 3
/dev/ttyS4, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS5, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS6, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS7, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS8, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS9, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS10, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS11, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS12, UART: unknown, Port: 0x0000, IRQ: 0

Output should match the example shown above; if not, contact Customer Care
Center for assistance.

SERVER A:
For GEN 9:
Verify serial port

mapping from USBO
and USB1.

$ sudo setserial -g /dev/ttyUSB*
/dev/ttyUSBO, UART: unknown, Port: 0x0000, IRQ: 0, Flags: low_latency
/dev/ttyUSB1, UART: unknown, Port: 0x0000, IRQ: 0, Flags: low_latency
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step Procedure Result
6 SERVER A: $ sudo conserverSetup -i -s <SERVER_A_mgmtVLAN_ip_address>
For Gen8:

[]

Setup conserver
serial console
access for switch1lA

Example:
$ sudo conserverSetup -i -s 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Target address is local to this host. Running conserverSetup in local mode.
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]: switch1A_console

Enter the serial device designation for switch1A_console (default: "ttyUSBO0"), followed by
[ENTER]:ttyS4

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1A_console' console server...Configured.
Configuring console repository service......Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bond1

eth01

eth02

ethll

ethl2

Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
<PRESS ENTER KEY HERE>

...No entry provided for bond. Resorting to default.
Slave interfaces for bond0:

bond0 interface: eth01

bondO interface: ethll
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step Procedure Result
7 SERVER A: $ sudo conserverSetup -i -u <SERVER_A_mgmtVLAN_ip_address>
' Note: For DL380
GENO9 only:

Setup conserver
serial console
access for switch1lA

Example:
$ sudo conserverSetup -i -u 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Target address is local to this host. Running conserverSetup in local mode.
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]: switch1A_console

Enter the serial device designation for switch1A_console (default: "ttyUSB0"), followed by
[ENTER]:ttyUSBO

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1A_console' console server...Configured.
Configuring console repository service......Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bond1

eth01

eth02

ethll

ethl2

Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
[PRESS ENTER KEY]

...No entry provided for bond. Resorting to default.
Slave interfaces for bondO:

bond0 interface: ethO1

bondO interface: eth02
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

8.

SERVER A:

Note: For DL380
GENS:

Setup conserver
serial console

access for switch1B.

$ sudo conserverSetup -i -s <SERVER_A_mgmtVLAN_ip_address>

Example:
$ sudo conserverSetup -i -s 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]:switch1B_console

Enter the serial device designation for switch1B_console (default: "ttyUSB0"), followed by
[ENTER]:ttyS5
Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1B_console' console server...Configured.
Configuring console repository service...
Repo entry for "console_service" already exists; deleting entry for:
Service Name: console_service
Type: conserver
Host: 169.254.1.11

...Configured.
Remote host has the following available interfaces:

bondO

bond0.2

bond0.4

bond1l

eth01

eth02

ethll

eth12

eth13

ethl4
Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0:

bond0 interface: ethO1

bondO interface: ethll
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

9.

[]

SERVER A:

Note : For DL380
Gen9

Setup conserver
serial console

access for switch1B.

$ sudo conserverSetup -i -u <SERVER_A_mgmtVLAN_ip_address>

Example:
$ sudo conserverSetup -i -u 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.5.0.0.0_90.11.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]:switch1B_console

Enter the serial device designation for switch1B_console (default: "ttyUSBO0"), followed by
[ENTER]:ttyUSB1

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1B_console' console server...Configured.
Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...
Repo entry for "console_service" already exists; deleting entry for:
Service Name: console_service
Type: conserver
Host: 169.254.1.11

...Configured.
Remote host has the following available interfaces:

bond0

bond0.2

bond0.4

bond1

eth01

eth02

ethll

eth12

ethl13

eth14
Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0:

bond0 interface: eth01

bond0 interface: eth02
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

10.

[]

SERVER A:

Add a repository for

$ sudo netConfig --repo addService name=ssh_service
Service type? (tftp, ssh, conserver, oa) ssh
SSH host IP? 169.254.1.11

SSH service
SSH username: admusr
SSH password? <user_password>
Verify password: <user_password>
Add service for ssh_service successful
SERVER A: $ sudo netConfig --repo showService name=ssh_service

Verify you have
entered the
information correctly
for SSH service

Service Name:
Type: ssh
Host: 169.254.1.11
Options:

password: 615EBD88232A2EFD0080AC990393083D
user: admusr

ssh_service

SERVER A:

Add a repository for
TFTP service

$ sudo netConfig --repo addService name=tftp_service
Service type? (tftp, ssh, conserver, oa) tftp

Service host? 169.254.1.11

Directory on host? /var/lib/tftpboot/

Add service for tftp_service successful

SERVER A:

Verify that you have
entered the
information correctly
for TFTP service

$ sudo netConfig --repo showService name=tftp_service
Service Name:
Type: tftp
Host: 169.254.1.11
Options:
dir: /var/lib/tftpboot/

tftp_service

SERVER A:

Create console
service for switch1A

$ sudo netConfig --repo addService name=switch1A_consvc

Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11

Conserver username? platcfg

Service password? <platcfg_password>

Verify password: <platcfg_password>

Add service for switch1A consvc successful
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

15.

[]

SERVER A:

Verify you have
entered the
information correctly
for switch1A console
service

$ sudo netConfig --repo showService name=switch1A_consvc
Service Name: switchlA consvc

Type: conserver
Host: 169.254.1.11
Options:

password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

SERVER A:

Add repository for
switch1B console
service

$ sudo netConfig --repo addService name=switch1B_consvc

Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11

Conserver username? platcfg

Service password?: <platcfg_password>

Verify password: <platcfg_password>

Add service for console_service successful

SERVER A:

Verify you have
entered the
information correctly
for switch1B console
service

$ sudo netConfig --repo showService name=switch1B_consvc
Service Name: switchlB_consvc

Type: conserver
Host: 169.254.1.11
Options:

password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

SERVER A:

Verify and remove
the service named
“console_service” if
present

$ sudo netConfig --repo showService name=console_service
Services:
Service Name: console_service
Type: conserver
Host: 169.254.1.11
Options:
password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

If service named “console_service is present, then remove it. Otherwise skip to the
next step.

$ sudo netConfig --repo deleteService name=console_service
Are you sure you want to delete console_service (y/n)? y
Deleting service console_service...
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19 SERVER A: Note: - Remember to copy firmware file to this server.

I:' Add repository for _ _ ) _
switch1A $ sudo netConfig --repo addDevice name=switch1A --reuseCredentials

Device Vendor? Cisco
Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation) address for
management?: 169.254.1.1/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management

What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management server port? [trunk]: trunk
What are the allowed vlans for the management server port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-54.WOQ.bin]:

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

WARNING: Could not find firmware file on local host. If using a local service, please update
the device entry using the editDevice command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelnit protocol for switch1A using oob...

What is the name of the service used for OOB access? switchlA_consvc
What is the name of the console for OOB access? switchlA console
What is the platform access username? platcfg

What is the device console password?

Verify password:

What is the platform user password?
Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switch1A using network...
Network device access already set: 169.254.1.1

Should the live oob adapter be added (y/n)? y
Adding cli protocol for switch1A using oob...

OOB device access already set: switch1A_consvc
Device named switch1A successfully added.
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20.

[]

SERVER A:

Add repository for
switchlB

$ sudo netConfig --repo addDevice name=switch1B --reuseCredentials
Device Vendor? Cisco
Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation) address for
management?: 169.254.1.2/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management

What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management server port? [trunk]: trunk
What are the allowed vlans for the management server port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-54.WO.bin]:

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

WARNING: Could not find firmware file on local host. If using a local service, please update
the device entry using the editDevice command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelnit protocol for switch1A using oob...

What is the name of the service used for OOB access? switchl1lB_consvc
What is the name of the console for OOB access? switch1B_console
What is the platform access username? platcfg

What is the device console password?

Verify password:

What is the platform user password?
Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switch1A using network...
Network device access already set: 169.254.1.2

Should the live oob adapter be added (y/n)? y
Adding cli protocol for switch1A using oob...

OOB device access already set: switch1B_consvc
Device named switch1B successfully added.
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21.

[]

SERVER A:

Verify you have
entered the
information correctly

$ sudo netConfig --repo listDevices
Devices:

Device: switch1lA

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.1

Access: OOB:
Service: switch1lA_consvc
Console: switch1lA _console

Init Protocol Configured

Live Protocol Configured

Device: switch1B

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.2

Access: OOB:
Service: switchlB_consvc
Console: switch1B_console

Init Protocol Configured

Live Protocol Configured

SERVER A:

Log in to switch1lA

Example:
console -M <SERVER A_mgmtVLAN_ip_address> -l platcfg switch1lA_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1A_console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter “Ec?" for help]

Press <Enter>

switch1A:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-54.X0.bin"

Note the image version for comparison in a following step.
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NOTE:

IF THE SWITCH1A (4948E-F) I0S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP,
THEN STOP AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D.3 Cisco 4948E-F IOS Upgrade (All SDS NOAM sites)
2) Return to this Procedure and continue with the following Step. Beginning with Step 43.

For each switch, compare the 10S version from previous steps with the 10S version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.

If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this
switch.

Appendix D.2: - Configure Cisco 4948E-F Aggregation Switches (All SDS NOAM sites)

Step

Procedure Result

24,

[]

SwitchlA: Switch> show bootflash

-#- --length-- ----- date/time------ path

W 1 25771102 Nov 29 2011 08:53:46 cat4500e-entservicesk9-mz.122-54.X0.bin
Execute “show

bootflash” to verify .
that only the correct 95072256 bytes available (33210368 bytes used)

bootfiash is Note the image version for comparison in a following step
present.
SwitchlA: Switch>en

Password:
. Switch#write erase
Reset switch back

to factor_y defaults Erasing the nvram filesystem will remove all configuration files! Continue? [confirm]
by deleting the <ENTER>
VLANS. [OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
<ENTER>

Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.
Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.
Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

SwitchlA: Switch#reload

System configuration has been modified. Save? [yes/no]: no

Reload the switch. Proceed with reload? [confirm] <ENTER>
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27.

[]

SwitchlA:

Monitor the switch
reboot until it
returns to a login
prompt.

cisco WS-C4948E-F (MPC8548) processor (revision 5) with 1048576K bytes of memory.
Processor board ID CAT1529S91B

MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F

Last reset from Reload

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Switch>
o8 SwitchlA: Switch#enable
: Switch#
I:' Enter “enable”
mode.
29 SwitchlA: Switch#dir bootflash:

Verify that you see
the correct 10S
version listed in the
bootflash.

Directory of bootflash:/
7 -rw- 25771102 Jan 312012 07:45:56 +00:00 cat4500e-entservicesk9-mz.122-54.X0.bin

128282624 bytes total (72122368 bytes free)
Switch#

SwitchlA:

Close connection to
switch.

Switch#quit

Switch conO is now available

Press RETURN to get started.

switchlA:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character and ‘e’ character,
followed by sequence ‘c’ character, then ‘period’ character) and you will be returned to the
server prompt.

SERVER A:

Log in to switch1B

Example:
console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1B_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1B_console
Enter platcfg@pmac5000101's password: <platcfg_password>

[Enter “"Ec?" for help]
Press <Enter>

Switch1B:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-54.X0O.bin"

Note the image version for comparison in a following step.
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IF THE SWITCH1B 10S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP, THEN STOP
AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM sites); Beginning with Step 26.

2) Return to this Procedure and continue with the following Step.

NOTE: For each switch, compare the 10S version from previous steps with the IOS version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.
If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this switch.

Step Procedure Result

34 Switch1B: Switch> show bootflash

Execute “show
bootflash” to verify
that only the correct

-#- --length-- ----- date/time------ path
1 25771102 Nov 29 2011 09:04:04 cat4500e-entservicesk9-mz.122-54.X0.bin

95072256 bytes available (33210368 bytes used)

bootflash is Note the image version for comparison in a following step
present.
35 Switch1B: Switch>en
Password:

Reset switch back
to factory defaults
by deleting the
VLANS.

Switch#write erase

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm]
<ENTER>

[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
<ENTER>

Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

Switchl1B:

Reload the switch.

Switch#reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] <ENTER>
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37.

[]

Switchl1B:

Monitor the switch
reboot until it
returns to a login
prompt.

cisco WS-C4948E-F (MPC8548) processor (revision 5) with 1048576K bytes of memory.
Processor board ID CAT1529S91B

MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F

Last reset from Reload

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Verify that you see
the correct I0S
version listed in the
bootflash.

Switch>
38 Switch1B: Switch#enable
: Switch#
I:' Enter “enable”
mode.
39 Switch1B: Switch#dir bootflash:

Directory of bootflash:/
7 -rw- 25771102 Jan 312012 07:45:56 +00:00 cat4500e-entservicesk9-mz.122-54.X0.bin

128282624 bytes total (72122368 bytes free)
Switch#

40.

Switch1B:

Close connection to
switch.

Switch#quit

Switch conO is now available

Press RETURN to get started.

Switchl1B:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character and ‘e’ character,
followed by sequence ‘c’ character, then ‘period’ character) and you will be returned to the
server prompt.

42.

Open firewall with command:

sudo iptablesAdm insert --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1

Turn on tftp:
$ tpdProvd --client --noxml --ns=Xinetd startXinetdService service tftp

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1

$
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SERVER A:

Initialize switch 1A

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switch1A_SDS_4948E_E-F_init.xml
Processing file: /ust/TKLC/plat/etc/switch/xml/switch1A_SDS_4948E-F_init.xml

$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason, stop this
procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.

44,

SERVER A:

Initialize switch 1B

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switch1B_SDS 4948E_E-F_init.xml
Processing file: /usr/TKLC/plat/etc/switch/xml/switch1B_SDS_4948E-F _init.xml

$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason, stop this
procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.
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45 SERVER A: $ ping —c 15 169.254.1.1
Ping switch 1A’s
I:' SVI (router PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface)

addresses to verify
switch initialization.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

icmp_seqg=1 ttI=255 time=3.09 ms

icmp_seq=2 ttl=255 time=0.409 ms

icmp_seq=3 ttI=255 time=0.417 ms

icmp_seq=4 ttI=255 time=0.418 ms

icmp_seq=5 ttl=255 time=0.419 ms

icmp_seq=6 ttl=255 time=0.419 ms

icmp_seq=7 ttl=255 time=0.429 ms

icmp_seq=8 ttl=255 time=0.423 ms

icmp_seq=9 ttl=255 time=0.381 ms

icmp_seq=10 ttI=255 time=0.416 ms

icmp_seq=11 ttI=255 time=0.381 ms

icmp_seq=12 ttI=255 time=0.426 ms

icmp_seq=13 ttI=255 time=0.420 ms

icmp_seq=14 ttI=255 time=0.415 ms

icmp_seq=15 ttI=255 time=0.419 ms

--- 169.254.1.1 ping statistics ---

15 packets transmitted, 15 received, 0% packet loss, time 14006ms

rtt min/avg/max/mdev = 0.381/0.592/3.097/0.669 ms $
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46 SERVER A: $ ping —c 15 169.254.1.2
Ping switch 1B’s
I:' SVI (router PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
interface)

addresses to verify
switch initialization.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.2: icmp_seq=9 ttl=255 time=2.76 ms

64 bytes from 169.254.1.2: icmp_seq=10 ttI=255 time=0.397 ms
64 bytes from 169.254.1.2: icmp_seq=11 ttI=255 time=0.448 ms
64 bytes from 169.254.1.2: icmp_seq=12 ttI=255 time=0.382 ms
64 bytes from 169.254.1.2: icmp_seq=13 ttI=255 time=0.426 ms
64 bytes from 169.254.1.2: icmp_seq=14 ttI=255 time=0.378 ms

64 bytes from 169.254.1.2: icmp_seq=15 ttI=255 time=0.431 ms

--- 169.254.1.2 ping statistics ---
15 packets transmitted, 7 received, +6 errors, 53% packet loss, time 14003ms

rtt min/avg/max/mdev = 0.378/0.747/2.769/0.825 ms, pipe 3

I WARNING !: The user needs to verify that the above ping is successful before
continuing on to the next step. If the ping continues to receive “Destination Host
Unreachable”, then stop this procedure and contact MOS My Oracle Support.

SERVER A:

Configure switch
1A

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/Primary_switch1lA_SDS 4948E_E-
F_configure.xml

Processing file: /usr/TKLC/plat/etc/switch/xml/Primary_switch1lA_SDS_4948E-F_configure.xml
$
Note: This step takes about 2-3 minutes to complete.
e Check the output of this command for any errors. If this fails for any reason, stop

this procedure and contact Customer Care Center.
® A successful completion of netConfig will return the user to the prompt.

230




SDS Initial Installation and Configuration

F56657-01

Step Procedure Result
SERVER A: $ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/Primary_switch1lB_SDS_4948E_E-
48. F_configure.xml
Configure switch
1B Processing file: /usr/TKLC/plat/etc/switch/xml/Primary switch1B_SDS_4948E-F_configure.xml
$
Note: This step takes about 2-3 minutes to complete.
e Check the output of this command for any errors. If this fails for any reason, stop
this procedure and contact Customer Care Center.
¢ A successful completion of netConfig will return the user to the prompt.
49 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service tftp
Undo the . )
I:' temporary Login on Remote: platcfg
changes.

(If netconfig is used
to update the
firmware then this
is not needed)

Password of platcfg: <platcfg_password>

Close firewall. Close firewall with command:

50. -
(If netconfig is used
to update the sudo iptablesAdm delete --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
firmware then this | chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
is not needed) location=1

51 SERVER A: $ sudo netConfig --device=switch1A listFirmware

Verify the switch is
using the correct
I0S image per
platform version.

Image: cat4500e-entservicesk9-mz.122-54.X0.bin
$ sudo netConfig --device=switch1B listFirmware

Image: cat4500e-entservicesk9-mz.122-54.X0.bin
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SERVER A:

Execute the
“service network
restart” to restore
SERVER A
networking to
original state.

Qutput similar to
that shown on the
right may be
observed.

$ sudo service network restart

[admusr@mrsvnc-sds-NO-a xml]$ sudo service network restart

Shutting down interface bond0.2: [ OK ]
Shutting down interface bond0.4: [ OK ]
Shutting down interface bond0: [ OK ]
Shutting down interface bond1: [ OK ]
Shutting down loopback interface: [ OK ]
Bringing up loopback interface: [ OK ]

Bringing up interface bond0: [ OK ]

Bringing up interface bond1: Determining if ip address 10.75.160.146 is already in use for
device bond1...

[ OK ]

Bringing up interface bond0.2: Determining if ip address 169.254.1.11 is already in use for
device bond0.2...

[ OK ]
Bringing up interface bond0.4: Determining if ip address 169.254.100.11 is already
in use for device bond0.4...
[ OK ]
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53 SERVER A: $ ping —c 5169.254.1.1
Ping switch 1A’s
I:' SVI (router PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface)

addresses to verify
switch

64 bytes from 169.254.1.1: icmp_seg=1 ttI=255 time=0.430 ms

configuration. 64 bytes from 169.254.1.1: icmp_seq=2 ttl=255 time=0.426 ms
Note: VIP 64 bytes from 169.254.1.1: icmp_seq=3 ttl=255 time=0.427 ms
addresses are not
yet available. 64 bytes from 169.254.1.1: icmp_seq=4 ttI=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seq=5 ttl=255 time=0.431 ms
--- 169.254.1.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
$
54 SERVER A: $ ping —¢c 5169.254.1.2
Ping switch 1B’s
PING 169.254.1.2 (169.254.1.2) 56(84) byt f data.
|:| SVI (router ( ) 56(84) bytes of data
interface)

addresses to verify
switch
configuration.

Note: VIP
addresses are not
yet available

64 bytes from 169.254.1.2: icmp_seqg=1 ttl=255 time=0.401 ms

64 bytes from 169.254.1.2: icmp_seq=2 ttl=255 time=0.394 ms

64 bytes from 169.254.1.2: icmp_seq=3 ttl=255 time=0.407 ms

64 bytes from 169.254.1.2: icmp_seq=4 ttl=255 time=0.393 ms

64 bytes from 169.254.1.2: icmp_seq=5 ttl=255 time=0.401 ms

--- 169.254.1.2 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 3999ms

rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms

3$
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55 SERVER A: $ ssh platcfg@169.254.1.1
Verify SSH " . , . ;
I:' capability from The authenticity of host '169.254.1.1 (169.254.1.1)' can't be established.
server A to
switch 1A. RSA key fingerprint is fd:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:1e:6e.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.1' (RSA) to the list of known hosts.
Password: <switch_platform_password>
SERVER A: uit
56. $a
Close SSH .
I:' connection to Connection to 169.254.1.1 closed.
switch 1A.
57 SERVER A: $ ssh platcfg@169.254.1.2
Verify SSH . . , . .
I:' capability from The authenticity of host '169.254.1.2 (169.254.1.2)' can't be established.
server A to
switch 1B RSA key fingerprint is 3a:1b:e0:92:99:73:9d:04:92:3f:72:37:¢c0:1c:a6:95.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.2' (RSA) to the list of known hosts.
Password: <switch_platform_password>
SERVER A: uit
58. %a
Close SSH .
I:' connection to Connection to 169.254.1.2 closed.
switch 1A.
59 SERVER B: $ ping -¢ 5169.254.1.1
D Z'\'/‘f’(fc‘)"c:g? 1A's PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface) 64 bytes from 169.254.1.1: icmp_seq=1 ttl=255 time=0.430 ms

addresses to verify
switch
configuration.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.1: icmp_seq=2 ttI=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seq=3 ttl=255 time=0.427 ms
64 bytes from 169.254.1.1: icmp_seq=4 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seq=>5 ttI=255 time=0.431 ms
--- 169.254.1.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
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60 SERVER B: $ ping -¢ 5 169.254.1.2

D 2'\7?(?(‘)"[’]':::‘ 1B's PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
interface) 64 bytes from 169.254.1.2: icmp_seqg=1 ttI=255 time=0.401 ms

addresses to verify
switch

64 bytes from 169.254.1.2: icmp_seq=2 ttI=255 time=0.394 ms
64 bytes from 169.254.1.2: icmp_seq=3 ttI=255 time=0.407 ms

configuration. ) .
64 bytes from 169.254.1.2: icmp_seq=4 ttl=255 time=0.393 ms
Note: VIP 64 bytes from 16.9.254.1..2.: icmp_seq=5 ttI=255 time=0.401 ms
addresses are not --- 169.254.1.2 ping statistics ---
yet available 5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms
61 SERVER B: $ ssh platcfg@169.254.1.1
- Verify SSH The authenticity of host '169.254.1.1 (169.254.1.1)' can't be established.
I:' capability from RSA key fingerprint is fd:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:1e:6e.
server B to Are you sure you want to continue connecting (yes/no)? yes
switch 1A. Warning: Permanently added '169.254.1.1' (RSA) to the list of known hosts.
Password: <switch_platform_password>
62 SERVER B: switch1lA> quit
|:| Close SSH Connection to 169.254.1.1 closed.
connection to
switch 1A.
63 SERVER B: $ ssh platcfg@169.254.1.2
- Verify SSH The authenticity of host '169.254.1.2 (169.254.1.2)' can't be established.
I:' capability from RSA key fingerprint is 3a:1b:e0:92:99:73:9d:04:92:3f:72:37:¢0:1c:a6:95.
server B to Are you sure you want to continue connecting (yes/no)? yes
switch 1B Warning: Permanently added '169.254.1.2' (RSA) to the list of known hosts.
Password: <switch_platform_password>
64 SERVER B: switch1B> quit
Close SSH .
I:' connection to Connection to 169.254.1.2 closed.
switch 1B.
SERVER A: exit
65 $ exi
logout

Exit from the
command line to
return the server
console to the login
prompt.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix D.3: Cisco 4948E-F I0S Upgrade (SDS sites)

Step Procedure Result
1 SERVER A:
. Connect to the SERVER A console using one of the access methods described in
I:' Access the _
SERVER A Section 2.3.
console.
SERVER A: hostname1260476221 login: admusr

1) Access the
command prompt.

2) Log into the HP
DL380 server as

the “admusr” user.

Password: <admusr_password>

SERVER A:

Output similar to
that shown on the
right will appear as
the server access
the command
prompt.

** TRUNCATED OUTPUT ***

VPATH=/opt/TKLCcomcol/runcm5.16:/opt/TKLCcomcol/cm5.16
PRODPATH=

RELEASE=5.16

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
[admusr@hostname1260476221 ~]$

SERVER A:

Verify 10S images
on the system

$ Is /var/lib/tftpboot/
<IOS_image_file>

If the correct 10S version is displayed, skip forward to Step 8.
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SERVER A:

Place USB drive
containing the HP
Misc Firmware
image with the
correct 4948E-F
10S version into
the SERVER A
front panel USB
port.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SERVER A:

Copy I0OS image
onto the system

$ mount /dev/scd0 /media/cdrom

$ cp /media/cdrom/files/<New_lOS_image_file> /var/lib/tftpboot/
$ chmod 644 /var/lib/tftpboot/<New_IOS_image_file>

$ umount /media/cdrom

7 Open firewall Open firewall with command:
sudo iptablesAdm insert --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -] ACCEPT" --
location=1

8 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd startXinetdService service tftp

Prepare the system
for 10S transfer.

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1
$

SERVER A:

Verify the current
bonded interface
configuration.

$ ifconfig |grep bond

bond0 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bond0.4 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bondl Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6E
$

Execute one of the following options:

e Ifbond0 & bond0.2 are both present, skip to Step 11.

e If only bondO is present, continue with the following step.
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SERVER A: For Gen8:

10. -

I:' For Gens: $ sudo netAdm delete --device=bond0

Create the bond0.2
and add interfaces
ethOl & ethll to it.

For Gen9:

Create the bond0.2
and add interfaces
eth01 & eth02 to it.

$ sudo netAdm add --device=bondO --onboot=yes --type=Bonding --mode=active-
backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=eth01 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

$ sudo netAdm set --device=eth11 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --netmask=255.255.255.0 -
-onboot=yes

For Gen9:

$ sudo netAdm delete --device=bond0

$ sudo netAdm add --device=bondO --onboot=yes --type=Bonding --mode=active-
backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=eth01 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

$ sudo netAdm set --device=eth02 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --netmask=255.255.255.0 -
-onboot=yes
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[]

bond0.2 interface
to switch1B and
verify the bond0.2
IP address.

Step Procedure Result
11 SERVER A: On SERVER A ensure that the interface connected to switch1A is the only interface
i Disable the available and obtain the IP address of <SERVER A_mgmtVLAN_Interface> by

performing the following commands:
For Gen8:

$sudo ifdown eth1l

$ sudo ifup eth01

$ sudo ifconfig bond0.2

bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4b:elff.fe6e:876¢c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)

The command output should contain the IP address of the <SERVER
A_mgmtVLAN_ ip_address>.

For Gen 9:

$ sudo ifdown eth02

$ sudo ifup eth01

$ sudo ifconfig bond0.2

bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4b:el1ff.fe6e:876¢c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)

The command output should contain the IP address of the <SERVER
A _mgmtVLAN ip_address>.

SERVER A:

Connect to
switchlA console

console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1lA_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1A_console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter “"Ec?" for help]

Press <Enter>
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Procedure

Result

ﬁ

switchlA:

Enter enable mode

Switch> enable
Switch#

14,

[]

switchlA:

Configure switch
port with this
sequence of

Switch# conf t

Switch(config)# vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.1 255.255.255.0
Switch(config-if)# no shut

commands Switch(config-ify# int gi1/5
Switch(config-if)# switchport mode trunk
Switch(config-if)# spanning-tree portfast trunk
Switch(config-if)# end

switchl1A: ping <SERVER A_mgmtVLAN ip_address>

Test connectivity

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER A_mgmtVLAN ip_address>, timeout
is 2 seconds:

Success rate is 100 percent (5/5), round trip min/avg/max = 1/1/4 ms

If ping is not 100% successful the first time, repeat the ping. If unsuccessful again, double
check that the procedure was completed correctly by repeating all steps up to this point. If
after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switchlA:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host []? <SERVER A_mgmtVLAN_ip_address>

Source filename []? <New_IOS_image_file>

Destination filename [<New_IOS_image_file>]? <ENTER>
Press <Enter> here, you do NOT want to change the filename

Accessing tftp://[<SERVER A_mgmtVLAN_ip address>/<IOS_image_file>...
Loading <IOS_image_file> from <SERVER A_mgmtVLAN_ip_address> (via
Vian2): I

45606 bytes copied in 3.240 secs (140759 bytes/sec)
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Step

Procedure

Result

17.

[]

switchlA:

Locate old I0OS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 2 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-ipbasek9-mz.122-54.WO.bin
removed 60817408 bytes total (43037392 bytes free)
NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>
18 switchlA: Switch# delete /force /recursive bootflash:<OLD_I0OS_image>
|:| Remove old I0S Switchy#
image
19 switchlA: Switch# dir bootflash:

Locate old IOS

Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 60817408 bytes total (43037392 bytes free)
removed

NOTE: Here, you should see only the 10S version you uploaded.
SwitchlA: Switch#write erase

Reset switch back
to factory defaults
by deleting the
VLANS.

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm] <ENTER>
[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

switchlA:

Reload the switch

Switch#reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] <ENTER>

! WARNING!: Itis extremely important to answer “no” fo the above “Save?” option.

switchlA:

After the reload,
enter enable mode.

Switch> enable
Switch#
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23 switch1A: Switch> show version | include image
: ) . System image file is "bootflash:cat4500-entservicesk9-mz.122-54.WO.bin"
Wait until the Switch>

[]

switch is reloaded,
then confirm the
correct IOS image.

NOTE: Here, you should see only the 10S version you uploaded. If the IOS version is not at
the correct version, stop here and contact Customer Care Center.

switchlA:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1B_console

image to be 60817408 bytes total (43037392 bytes free)
removed.
NOTE: Here, you should see only the 10S version you uploaded.
o5 switch1A: Switch# <CTRL-e><c><.>
Exit the switch1lA . :
I:' console session. Hot Key sequence: Ctrl-E, C, period
26 SERVER A: On SERVER A ensure that the interface of the server connected to switch1B is the only
: _ interface up and obtain the IP address of <SERVER A_mgmtinterface> by performing the
|:| Disable the following commands:
bond0.2 interface
to switch1A.
For Gen8:
$ sudo ifup eth1l
$ sudo ifdown eth01
For Gen9:
$ifup eth02
$ifdown eth01
NOTE: The command output should contain the IP address of the variable <SERVER
A_mgmtVLAN_ip_address>.
27 SERVER A: console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1B_console
I:' Connect to

switch1B console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter ""Ec?' for help]

Press <Enter>

switchlB:

Enter enable mode

Switch> enable
Switch#
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29.

[]

switchlB:

Configure switch
port with this
sequence of

Switch# conf t

Switch(config)# vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.2 255.255.255.0
Switch(config-if)# no shut

commands Switch(config-ifj# int gi1/5
Switch(config-if)# switchport mode trunk
Switch(config-if)# spanning-tree portfast trunk
Switch(config-if)# end

switch1B: ping <management_SERVER A_mgmtVLAN_ip_address>

Test connectivity

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER A_mgmtVLAN_ip_address>, timeout
is 2 seconds:

Success rate is 100 percent (5/5), round trip min/avg/max = 1/1/4 ms

NOTE: If ping is not 100% successful the first time, repeat the ping. If unsuccessful again,
double check that the procedure was completed correctly by repeating all steps up to this

point. If after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switchlB:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host [J? <management_SERVER A_mgmtVLAN_ip_address>

Source filename []? <New_IOS_image_file>

Destination filename [<New_IOS_image_file>]? <ENTER>
Press <Enter> here, you do NOT want to change the filename

Accessing tftp://l<management_SERVER B_mgmtVLAN_ip address>/<IOS_image_file>...
Loading <IOS_image_file> from <SERVER A_mgmtVLAN_ip_address> (via
Vian2): T

45606 bytes copied in 3.240 secs (140759 bytes/sec)

switchlB:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 2 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-ipbasek9-mz.122-54.WO.bin

removed 60817408 bytes total (43037392 bytes free)
NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>

switch1B: Switch# delete /force /recursive bootflash:<OLD_10S_image>

Remove old IOS
image

Switch#

243




SDS Initial Installation and Configuration

F56657-01

Appendix D.3: Cisco 4948E-F 10S Upgrade (SDS sites)

Step

Procedure
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34.

[]

switchlB:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 60817408 bytes total (43037392 bytes free)
removed

Here, you should see only the IOS version you uploaded.
Switch1B: Switch#write erase

Reset switch back
to factory defaults
by deleting the
VLANS.

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm] <ENTER>
[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

switchlB:

Reload the switch

Switch# reload
Proceed with reload? [confirm] <ENTER>
System config modified. save? [yes/no]:no

' WARNING !: It is extremely important to answer “no” to the above “Save?” option.

Proceed with reload? [confirm] <ENTER>

switchlB:

Wait until the
switch is reloaded,
then confirm the
correct I0S image

Switch> show version | include image
System image file is "bootflash:cat4500-entservicesk9-mz.122-54.WO.bin"
Switch>

switchlB:

Enter enable mode

Switch> enable
Switch#

switchlB:

Locate old IOS
image to be
removed

Switch# dir bootflash:

Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)

Here, you should see only the 10S version you uploaded.
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40 switchl1lA: Switch# <CTRL-e><c><.>
I:' Exit the switch1A Hot Key sequence: Ctrl-E, C, period
console session.
a1 SERVER A: On SERVER A ensure that the both bond0.2 interfaces are up:
I:' Re-enable the _
bond0.2 interface For Gens:
to switch1A.
$ sudo ifup ethll
$ sudo ifup eth01
For Gen9:
$ sudo ifup eth02
$ sudo ifup eth01
42 Close firewall $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --domain=10platnet --
' table=filter --chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --
dport 69 -j ACCEPT" --location=1
43 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service tftp

Stop the “tftp”
service.

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1

44,

Return to Appendix D.2

THIS PROCEDURE HAS BEEN COMPLETED
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SDS Network Elements can be created by using an XML configuration file. The SDS software image (*.iso)
contains two examples of XML configuration files for “NO” (Network OAM&P) and “SO” (System OAM)
networks.

These files are named SDS_NO_NE.xml and SDS_SO_NE.xml and are stored on the /usr/TKLC/sds/vlan
directory.

The customer is required to create individual XML files for each of their SDS Network Elements (NOAM &
SOAM). The format for each of these XML files is identical. Below is an example of the SDS_NO_NE.xml
file.

e THE HIGHLIGHTED VALUES IN EACH TABLE MUST BE UPDATED BY
THE USER FOR EACH NETWORK ELEMENT (SITE).

NOTE_1: The Description column in this example includes comments for this document only. Do
not include the Description column in the actual XML file used during installation.

NOTE_2: The MgmtVLAN network should only be implemented when (2) dedicated Aggregation
Switches (typically Cisco 4948E-F) are used exclusively for the SDS NOAM and Query Server
(RMS) IMI network. The MgmtVLAN network should be removed from the Network Element XML
file when SDS Aggregation Switches are not part of the implementation.

NOTE_3: When installing IPv6 for the XMI or IMI networks, please note that the MgmtVLAN (if
implemented) should remain in the IPv4 format only.

NOTE_4: When creating the SDS SOAM NE XML file, the user should be aware that the XMI and
IMI networks subnets chosen MUST EXACTLY MATCH those used by the associated DSR NE
within the same SOAM enclosure.
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XML File Text

Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT change this name.

<vlanld>2</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<name>XMI</name>

Name of customer external network. Note: Do NOT change this name.

<vlanld>3</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>10.250.55.0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>255.255.255.0</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<gateway>10.250.55.1</gateway>

[Range = A valid IP address] - This gateway address must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.

<isDefault>true</isDefault>

[Range = true/false] - true if this is the network with the default gateway.

</network>

<network>

<name>IMI</name>

Name of customer internal network. Note: Do NOT change this name.

<vlanld>4</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.100.0</ip>

[Range = A valid IP address] - This network must be the same as the DSR
IMI network subnet within the SOAM enclosure.

<mask>255.255.255.0</mask>

Must be the same as the DSR IMI netmask within the SOAM enclosure.

<nonRoutable>true</nonRoutable>

[Range = true / false] - Determines whether or not the IMI network subnet is
treated as a routable network.

</network>

</networks>

</networkelement>
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<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT change this name.

<vlanld>2</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<name>XMI</name>

Name of customer external network. Note: Do NOT change this name.

<vlanld>3</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>2001:db8:0:241::0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>/64</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<gateway>2001:db8:0:241::1</gateway>

[Range = A valid IP address] - This gateway address must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.

<isDefault>true</isDefault>

[Range = true/false] - true if this is the network with the default gateway.

</network>

<network>

<name>IMI</name>

Name of customer internal network. Note: Do NOT change this name.

<vlanld>4</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>fd01::0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>/64</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<nonRoutable>true</nonRoutable>

[Range = true / false] - Determines whether or not the IMI network subnet is
treated as a routable network.

</network>

</networks>

</networkelement>

248




SDS Initial Installation and Configuration

F56657-01

Appendix F. NETBACKUP CLIENT INSTALLATION

This section contains procedures for configuration of additional services to Appworks-based application

servers.

STEP #

Procedure

Description

This procedure will download and install NetBackup Client software on the server.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step
number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE’S ACCESSING MY ORACLE SUPPORT (MOS). AND
ASK FOR ASSISTANCE.

IPv4 protocol

1. Kl‘zttggcku Execute Section 3.10.5 Application NetBackup Client Procedures of reference
D Client P [6] to complete this step.
Software
NOTE: If installing Netbackup client software, it must be installed and
configured on all SDS servers (Primary SDS and DR SDS servers only).
NOTE: Location of the bpstart_notify and bpend_notify scripts is required for
the execution of this step. These scripts are located as follows:
Jusr/TKLC/appworks/sbin/bpstart_notify
/usr/TKLC/appworks/sbin/bpend_notify
5 Link notify Link the notify scripts to well-known path stated in the above step
. scripts to well-
I:' known path ) ) )
stated in the In -s <path>/bpstart_notify /usr/openv/netbackup/bin/bpstart_notify
above step ) . .
In -s <path>/bpend_notify /usr/openv/netbackup/bin/bpend_notify
3 Verify if the Verify if the NetBackup port 1556 is opened on IPv4 protocol:
. Netbackup )
|:| port 1556 is iptables -L 60sds-INPUT -n | grep 1556
opened for

If there is no output, then enable the port 1556 for NetBackup on IPv4:

iptablesAdm append --type=rule --protocol=ipv4 --domain=60sds --table=filter --
chain=INPUT --match="-m state --state NEW -m tcp -p tcp --dport 1556 -j
ACCEPT' --persist=yes

Verify if the
Netbackup
port 1556 is
opened for
IPv6 protocol

Verify if the NetBackup port 1556 is opened on IPv6 protocol:
ip6tables -L 60sds-INPUT -n | grep 1556

If there is no output, then enable the port 1556 for NetBackup on IPv6 protocol:

iptablesAdm append --type=rule --protocol=ipv6 --domain=60sds --table=filter --
chain=INPUT --match="-m state --state NEW -m tcp -p tcp --dport 1556 -j
ACCEPT' --persist=yes
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Appendix G. LIST OF FREQUENTLY USED TIME ZONES

This table lists several valid timezone strings that can be used for the time zone setting in a CSV file, or as
the time zone parameter when manually setting a DSR blade timezone. For an exhaustive list of ALL
timezones, log onto the PMAC server console and view the text file: /usr/share/zoneinfo/zone.tab

Table 6 - List of Selected Time Zone Values

. _ Universal Time

Time Zone Value Description Code (UTC) Offset
Etc/UTC Coordinated Universal Time UTC-00
America/New_York | Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time UTC-07
America/Phoenix Mountain Standard Time - Arizona UTC-07
America/Los_Angel | Pacific Time UTC-08
es
America/Anchorag | Alaska Time UTC-09
e
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesbur UTC+02
g
America/Mexico_Ci | Central Time - most locations UTC-06
ty
Africa/Monrovia UTC+00
Asia/Tokyo UTC+09
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America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong_Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhage UTC+01
n

Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver | Pacific Time - west British Columbia UTC-08
America/Edmonton | Mountain Time - Alberta, east British uTC-07

Columbia & westSaskatchewan

America/Toronto Eastern Time - Ontario - most locations UTC-05
America/Montreal Eastern Time - Quebec - most locations UTC-05
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America/Sao_Paulo | South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia - most locations UTC+08
Australia/Sydney New South Wales - most locations UTC+10
Asia/Seoul UTC+09
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto_Ri UTC-04
co

Europe/Moscow Moscow+00 - west Russia UTC+04
Asia/Manila UTC+08
Atlantic/Reykjavik UTC+00
Asia/Jerusalem UTC+02
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Appendix H. ACCEPTING INSTALLATION THROUGH SDS NOAM GUI

This section will accept an application installation through SDS NOAM GUI.

Step Procedure

Result

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

lei|

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercd
Server,

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

'@' Continue to this website (not recommended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Login
Enter your usermname and password to jog in

Session was logged out at 11:97:39 am

Usemame
Password

Crange passwaia

Log In

Wekome 10 the Craczie Systerm Logn

TRt apphcaon s casgned 13 work ath most modemn HTWVES

amplant Browsers snd vaes both JevaScapt and
fookien Pleass reter to the Cracie Soty -

y for osiois

Urauhirced accans @ prohitaed

V00 Ao di afdares
onmery

Ovacie 3nd Jva i regatessd Dademanks of Oracie Coop
Cthar names may be trademarks of thar ¢

Cooyngnt @ 2010 2018 Do sndor 02 sfates AJ nptfy resarved
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Step Procedure Result
3 Primary SDS VIP: ORACLE
|:| The user should be 2 an wen Main Menu: [Main]
presented the SDS : —"“"'“"j;j’jj > : <
Main Menu as S
shown on the right.
: : \Eg;m.v-:r.-n Agmrt
Qr—-c 5
) Lopal Notkes ! 280 Bo MGt Lr.:l:;er:t:’d:u-".m-::r‘.‘nt‘c”:«:'
{.’ Legouk

Lot

Login Nama: quscre:
Loge Tame: J00E0 10008 10 M

Last Login 21 12 176 254 22¢
Hecent Fates Login Atlempls: 0

Primary SDS VIP:

Using the cursor
left-click, select the
row containing the
Server(s) for which

Main Menu: Administration -> Software Management -> Upgrade

Tasks

-

Using the cursor
left-click, select the
“Accept” dialogue
button.

. SDS_DP_0M_GRP  SDS_DP_DZ_GRP | SDS_NO_GRP | SDS_SO_GRP
you would like to - -
[13 tH
Accept upgrade. Upgrade State OAM HA Role Server Role Function
Hostname
. Server Status Appl HA Role Network Element
NOTE: Multi-select
is available by Ready Observer Query Server Qs
. QA5-a
holding down the Norm A SDS_MO_NE
“CTRL” key while Read Acti MNetwork OAMER CAMER
using the cursor to sds-NO-a Bacy AEtvE shwor
left-click multiple Norm I SDS_NO_NE
rows. Ready Standby Network OAMEP  OAM&P
s2ds-MO-b
Morm Mi& SDS_NO_ME
Primary SDS VIP:
5 Backup  Backup All Auto Upgrade Report ~ Report All
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Step

Procedure

Result

6.

[]

Primary SDS VIP:

The useris
presented with a
dialogue box stating
that the “Accept
Upgrade” action is
irreversible and
locks the Server on
the current software
release (i.e. Backout
to the previous
release is no longer
allowed).

If the user wishes to
continue, use the
cursor left-click to
select the “OK”
dialogue button.

Lal]

The page at httpsy//10.240.241.62 says:

WARNIMNG: Selecting OK will result in the selected server
being set to ACCEPT for its upgrade mode. Once accepted,
the server will NOT be able to revert back to its previous
image state.

Accept the upgrade for the fellowing server?

sds-mrsvnc-b (169,254 .100.12)

I . — -

THIS PROCEDURE HAS BEEN COMPLETED
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1.1

F56657-01

DISABLE HYPERTHREADING FOR GEN8 & GEN9 (DP ONLY)

Gen8: Disable Hyperthreading For GEN8 & Gen9 (DP Only)

Step

Procedure

Result

lei|

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr
Password: <admusr_password>

DP Server XMI IP
(SSH):

Execute “hpasmcli”
command to determine
status of hyperthreading
for the DP blade.

$ sudo hpasmcli -s "show ht"

Processor hyper-threading is currently enabled.

NOTE: Output returned may state “enabled” or “disabled”.

e If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
Step 4 of this procedure.

e If output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and
restart Appendix | for the next installed DP blade.

Launch the Internet
Explorer web browser
and connect to the DP-
iLO GUI interface.

NOTE: Always use
https:// for iLO GUI
access.

/2 Home - Windows Internet Explorer

|74 https://10.240.247.38

File Edit View Favorites Tools Help

5.7 Favorites

Wy

-4 Home

T WARNING !

Verify the DP-iLO IP address before proceeding. The user must login using the
DP-iLO IP address only.
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Step

Procedure

Result

5.

[]

The web browser will
display a warning
message regarding the
Security Certificate.

NOTE: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

52? '1'£? I@Cert’ﬁmt& Errar: Mavigation Blocked

[

|@

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept

server.

We recommend that you close this webpage and do not continue to thi

& Click here to dose this webpage.

@ Continue to this website (not recommended).

@ More information

Login to the iLO console
as “Administrator” and
enter the configured
password.

iLO 4
HP ProLiant

Frmwore Varson 2 10
LOUSEZMIAA
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Step Procedure

Result

7. The admin GUl is

I:' displayed.

Select the “Remote amstivn
Console” tab in the | Ovarviow, Information status
By stevn Iefonmaton N - =
upper |eft corner of the L0 Event Log Sevewr flarrs Coepaas-Dalb.0l Syntemn Heath O oK
GUI. megroses Manapamerr Log Proguct Name : Servet Powet Qon
2 we Heatt Syatem Log YD J130EII-SHNITIIDN1IN Johxry  @up
Diagnoates Servar Secnl Higmbar USEI0AME e
Lec alin Disc svery Servies Fromst 1D s410az TP Syales rohi]
Nt Agent Zyster ROM m Z\E 20 Status. Wt Fre
+] 0 Fedwation Syssem AOM Date 1 D eipe: | iaid
3] Ramots Console Bohig System ROM Date 02
T Weiuas Sedite Intagrated Remone Corasle  NET  Juva
. Power Mansgeman! :L"_:(' :‘z: e
2] Wetwork 1# Adcrens
+ | Remote Support Lich ALocal B9E Adcrwey PESD ARG ZOPF PEAGEAZY
+ | Ammustratinn L0 Hosmans ILOUSEIN0ALE
+| BLcClss
Active Sessions
| Uaat
e T wem—— 2
8. The Remote Console iLO 4
Information GUI is '
I:I displayed ProLiant BL460c Gen8

Click on the “Remote
Console” menu option

Expand All

[ -] Information
Overview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Location Discovery Services
Insight Agent

[+] iLO Federation

[+] Power Management
[+] Network

[+| Remote Support

L‘ Remote Consols

Launch ‘ Java

.NET Integra

The .NET IRC provi

If you are using Wint
at the Mic rosoft Dow

Note for Firefox 1
Framework Assisi

Note for Chrome
As a workaround ¢

» Integrated
« Standalon

lombmmrmbmed
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Step

Procedure

Result

9.

[]

Under the “Integrated
Remote Console”
section in the top of the
right panel, click on the
“Launch” dialogue
button.

NOTE: Answer
“Yes/OK” to any pop-up
windows that might
appear.

iLC Event Log

Diagnostics

Insight Agent
D Remaote Console

Remate Console

Virtual Media
Power Management
Administraticn

BL c-Class

Integrated Management Log

Integrated Remote Console

Acoess the systern KVM and control Virtual Power & Media from a single
Microsoft .MET Framework 3.5. {available through Windows Update) is req

This machine reports to have the comect version of the .MET Framework 2

NET Version Detected

Version Status

3.5.30723 ]

Mote for Firefox users: Firefox also requires an Add-on to allow it to laund]
to find the latest on of the Miorosoft MET Framewodk Assistant.

sl

Y

Java Integrated Remote Console

The iLO Console window
is displayed.

NOTE: The console
window resembles an
MS-DOS window but
DOES NOT have a
scroll-back buffer.

& Bred fant - 10.240,247,38

1039 % 760

11.

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_password>
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Step

Procedure

Result

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$sudo init 6

NOTE: Itis normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.

Access the Server BIOS
by pressing F9 key

Reboot the server. This can be achieved by pressing and holding the power button
until the server turns off, then after approximately 5-10 seconds press the power
button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

HP Proliant

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup
Utility menu will be displayed.

NOTE: It is normal for a period of 2 minutes or more to occur between pressing the
F9 key and entering the Blade BIOS screen
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Step

Procedure

Result

14,

[]

Select System Options

Scroll to System Options and press [ENTER]

IM-Based
Lopyr ight

(Enter> to ViewModify System Specific
170 for Different Selection: <TAE> fo

Iptions

r More Info

15.

Select Processor
Options

up Utility

(Enter> to Pisplay Processor Specif
{t70) for Different Conf iguration 0

ic Options

ption;

to Close

Menu
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Step

Procedure

Result

16.

Select Hyper threading
Options

Select Intel® Hyper threading Options and press [ENTER].

ROM-Based Set tility, Version 3,00
opyright 1982, ] Hewlett-Packard § ppment Company, |

<Enter> to Modify Intel(R) Hyperthreading Status: <F1> for Help
170> for Different Conf iguration Option to Close Men

17.

Set hyperthreading to
Disabled.

Select Disabled option and press [ENTER].

_|.||‘m'n! Company |

(174> Changes Conf iguration Selection

(Enter) Saves Selection: <K to Cance
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Step

Procedure

Result

18.

[]

Save Configuration and
Exit.

NOTE: It is normal for
the Remote Console
window to stay blank for
up to 3 minutes before
initial output appears.

Press [F10] to save the configuration and exit. The server will reboot

ROM-Based Setup Utility, Uersion 3.66
Copyright 1982, 2613 Hewlett-Packard Development Company, L.P

<F16> to Exit Utility
to Return to Main Memu

Expected Result: Settings are saved and server reboots.

Continue to monitor the
server boot process until
the screen returns to the
login prompt.

Lt 30 30 M1

15042 T I | o eee

Close the Remote
Console window.

THIS PROCEDURE HAS BEEN COMPLETED
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1.2 Gen9: Disable Hyperthreading For GEN8 & Gen9 (DP Only)
Step Procedure Result
1 DP Server XMI IP login: admusr

[]

(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

Password: <admusr_password>

DP Server XMl IP
(SSH):

Execute “hpasmcli”
command to determine
status of hyperthreading
for the DP blade.

$ sudo hpasmcli -s "show ht"

Processor hyper-threading is currently enabled.

NOTE: Output returned may state “enabled” or “disabled”.

e If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
Step 4 of this procedure.

e [f output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and
restart Appendix | for the next installed DP blade.

Launch the Internet
Explorer web browser
and connect to the DP-
iLO GUI interface.

NOTE: Always use
https:// for iLO GUI
access.

/~ Home - Windows Internet Explorer

74 https://10.240,247.38

File Edit VYiew Favorites Tools Help

.7 Favorites

-4 Home

P WARNING!H!!

Verify the DP-IiLO IP address before proceeding. The user must login using the
DP-iLO IP address only.
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Step

Procedure

Result

5.

[]

The web browser will
display a warning
message regarding the
Security Certificate.

NOTE: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

W ﬁ? | @Cert’ﬁcat& Errar: Mavigation Blocked

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept

server.

We recommend that you close this webpage and do not continue to thi
& Click here to dlose this webpage.

B Continue to this website (not recommended).

0

More information

Login to the iLO console
as “Administrator” and
enter the configured
password.

Hewlett Packard
Emengsie
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Step

Procedure

Result

The admin GUl is
displayed.

Select the “Remote
Console” tab in the
upper left corner of the
GUL.

i } LD Fedewas

b Brvate Cornande

ACTIVE 585500

Vanal M

1 Pusesr Marapeesen! -
Lol Vet Adywentiatn
} Neroorh Lol \her 2ebarmtintm

s =
' ) Asrestires

)...,:.u.

Lgiecitinn0 W . O
v Do
Sedcerr @O CHF

Al
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Step

Procedure

Result

The Remote Console
Information GUI is
displayed

Click on the “Remote
Console” menu option

Hewlett Packard

Entemprise

= iLO %

Expand All

Remote Console - ILO Integrat

Launch ! Hol Ky

~ Information

System Informafion NET Integrated Ren
O Evont Log The NET IRC provides remote access 1o the

Intenrased Management Log  If ¥ou are using Windows 7, 8, 81 or 10, 3 sup
foSoaing versians of the NET Framework: 3

Active Heaith System Log

Note for Firefox users: Firefox raquires an 2

Dragnoutics

Note for Chrome users: Chvome requires an

Location Biscovery Services As & workaround select one of the followin
¢ Integrated NET IRC application wi
Insight Agenl e Standalone NET IRC application 3

* 1LO Mohile Apphcation to access
? L0 Foderaton

fe Lonsol

7 Virtual Madia

Java Integrated Rerr

The Java IRC provides remnote access 1o the

> Power Management

¥ Netwark Note: On systems with OpenJDK, you must
? Remota Support

¥ Administeation

HPE iLO Mobile Apt

The HPE 1LO Maobsie application provides ac

at all times as long as the sarver 15 plugged |

¥ BL c-Class

Under the “Integrated
Remote Console”
section in the top of the
right panel, click on the
“Launch” dialogue
button.

NOTE: Answer
“Yes/OK” to any pop-up
windows that might
appear.

s b Java Integrated Remote Carsole {lava IRC)
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Step Procedure Result
10 The iLO Console WINdow | [T 10 inearsted Samome Conole - Corver Safed sham WP | L0 [LOONGARIZIN | Enclacare 50117 03 | Gy & L5 i |
is dlsplayed Vrtusl Doves  Keyboord  Melp

NOTE: The console
window resembles an
MS-DOS window but
DOES NOT have a
scroll-back buffer.

'.4.8.8.8 60.31.8.x8

—— —d

11.

DP Server XMI IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_password>

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$ sudo init 6

NOTE: It is normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.
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Step

Procedure

Result

13.

[]

Access the Server BIOS
by pressing F9 key

Reboot the server. This can be achieved by pressing and holding the power button
until the server turns off, then after approximately 5-10 seconds press the power

button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

HPE ProLiant

n oA Ine
4 TG o

(P9 ] sptim tatitios  [FIO] Tutelligunt Preuintouing [ F11) Boot Mo

FI2 | Mot Bout

Hewlett Packard
Enterprise

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup

Utility menu will be displayed.

NOTE: It is normal for a period of 2 minutes or more to occur between pressing the

F9 key and entering the Blade BIOS screen
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Step Procedure Result
14 Scroll to System Scroll to System Configuration and press [ENTER]
: Configuration
System Utilities Hewlett Packard
Enterprise
e
l:)’n‘n.-'l"'l'l;'.;;:h"r.“- oy
Eoy 1isN)
15 Scroll to BIOS/Platform Scroll to BIOS/Platform Configuration and press [ENTER]

Configuration

System Configuration

* BIRP lat forw Cond Igurat fon ORI

» t Meray M2 Costrolien
Flexikle 1 Port 1 2 NP Etherret
e Ih el 1 Port 2 WP Etheriet
I W Didarent 106G)
W Cihorset 106h 2-p

porl SEAFLE Adapies

¥
LR Odaplor
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Step Procedure

Result

Select System

16. Configuration

[]

Scroll to System Configuration and press [ENTER]

System Utilities

Exit and rosime systes oot
Roduol Lhe Syulom

LU

Hewlett Packard
Enterprise

Select Processor
Options

Select Processor Options option and press [ENTER]

BIOS/Platform Configuration (RBSU)

ISP 1At Drm Conl igurat bos
Hystan Upt toms

Purt gt bosn

Bewory Uperat ioon

£4 | Chumge Seloction [Esber] Soluwct Tutey [ESC) Buck | F1 | ety | F7 | efunits

Hewlett Packard
Enterprise
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Step

Procedure

Result

Select Hyper threading
Options

Select Intel® Hyper threading Options and press [ENTER].

BIOS/Platform Configuration (RBSU)  newtettpackara

Enterprise

ctioe finber] Solect Entry LSC; Rk | FY ] oiely [(#7) Detaultn 7”0; e

Set hyperthreading to
Disabled.

Select Disabled option and press [ENTER].

BIOS/Platform Configuration (RBSU)  uewtett packare

Enterprise

(Toahled)
im
1Tl lnd)

T lect Eatry [(ESC| mack F1 | melp F7 | delfanin
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Step Procedure Result

20 Save Configuration and Press [F10] to save the configuration and exit. The server will reboot
: Exit.

[]

NOTE: It is normal for BIOS/Platform Configuration (RBSU)  uewtettpackara

Enterprise

the Remote Console
window to stay blank for fpmeat

. »”
up to 3 minutes before lyston Dytinm + Frocasse Iyt hwen 0% 54 .
initial output appears. . . [DEoud led Qi

ore Dinakle ol
Seppen { [Evablied]

14 | Chunge Seleviion  [Enter] Select Entry (BSC| Back | F1 ) Moty [ F7 ) Defults  [FIO] Saoe

Expected Result: Settings are saved and server reboots.

21 Continue to monitor the : LC b atedt Rawcts Zavichs - Sorver FPad i adiO W | 10 LONIOWLIN | treteswrn 33117 01 | Bag § i -]
: server boot process until e e
|:| the screen returns to the

login prompt.

Close the Remote
Console window.

D e 501 17 03| By B
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Appendix J. CONFIGURE THE HP DL380 (GEN8 & GEN9) SERVER CMOS
CLOCK/BIOS SETTINGS

J.1 GEN8: CONFIGURE THE ILO FOR RACK MOUNT SERVER

J.1.1 RMS: Configure ILO

Procedure 12: GEN8: CONFIGURE THE ILO FOR RACK MOUNT SERVER

In this procedure you will be configuring Integrated Lights Out (iLO) for RMS. You will configure the NIC and
TCP/IP, DNS/DHCP parameters as well as adding a new iLO user.

Prerequisites & Requirements:
v' Server powered on
v' Server booting up or rebooted

Step Procedure Result

Configure Integrated

1 Lights Out (iLO) for

|:| Rack Mount Servers
(RMS):

For HP GEN8 DL380

servers perform the

following

1. Reboot the server.

2. When “iLO 4
Standard press [F8] to
configure” is displayed,
press [F8]

3. Once [F8] is pressed
wait for the iLO
Configuration screen to
appear.

HP Proliant

Figure 17.iLO Configuration - GEN8: Press [F8] to configure
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Step

Procedure

Result

After the initial iLO
configuration utility
screen appears, use
the arrow keys to
select the Network
menu

Figure 18. iLO Configuration - Initial iLO Configuration Screen

Within the Network
menu, select
DNS/DHCP

Figure 19. iLO Configuration - select Network->DNS/DHCP
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Step

Procedure

Result

Verify that DNS/DHCP
is set to OFF. If it is not
set to OFF, use the
[SPACE BAR] to toggle
the setting to ‘OFF’

Figure 20. iLO Configuration - press [SPACE BAR] to turn DHCP OFF

Press [F10] to save if
changes were made or
[ESC] to Cancel if no
changes were made.
You should be
returned to the
Network main menu.

Figure 21. iLO Configuration - Select NIC and TCP/IP
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Step

Procedure

Result

Press [ENTER] if
required and select
‘NIC and TCP/IP’

Figure 22. iLO Configuration - Select NIC and TCP/IP and configure Network

Enter the Network
Configuration
information for the
server. Use the arrow
keys to select the field
to change

IP Address should be set based on the information in the NAPD.

Once the Network
Configuration
information has been
entered, press [F10]
to save the settings.

Using the arrow keys,
select the User menu,
then select Add and
press [ENTER]

Figure 23. iLO Configuration - Select User - Add
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Step Procedure Result

Add the tekelec user.
9. Username: tekelec
Login name: tekelec
Password: tekelecl

10 Once the tekelec User has been added, press [F10] to Save the user.
ﬁ Repeat this procedure for other ship loose servers for the work order.

J.1.2 GENS8: RMS BIOS Configuration, verify processor & memory.

Procedure 13. Enter the ROM-Based Setup Utility (RBSU)
Prerequisites & Requirements:

v' Server powered on
v' KVM connectivity to the server to get console
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Step Procedure Result

Reboot the server. You
1 will see an HP ProLiant HP Proliant
|:| screen as shown

below. When prompted
with the option to
Press F9 for setup, do
so. Once F9 is pressed,
you should see “F9”
selected on the screen
as shown below:

- -

Figure 24. RBSU - Enter RBSU - “F9 Pressed” indicated in HP Splash
screen

After the initial iLO
configuration utility
screen appears, use
the arrow keys to
select the Network
menu

Procedure 14. Verify / Configure Serial Port Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU mode

In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports.
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Step Procedure Result

Select System
Options, then Serial {0N-Based
Port Options: opyright 1 Development Company

I:I!—‘

(Enter? to ViewModify S em Specific Options
(tz1) for Different Selection: <TAB> for More Info: <ESC) to Exit Utility

(Enter> to Display Serial Port Options
(174> for Different Configuration Option; <ESC)

C) to Close Menu
Figure 27. ROM-Based Setup Utility - Serial Port Options
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Step Procedure Result
> Verify the settings Select “‘Embedded Serial Port” and verify it is set for “COM 2”. If it is not set
' for Embedded Serial | to COM 2, press [ENTER], select COM 2, then [ENTER].
Port:

ent Company, L.P

> to Modify Embedded Serlal Port Settings: <F1) for Help
) for Different Configuration Option: <ESC) to Close Menu

Figure 28. Verify Embedded Serial Port setting

3 Verify the settings Select “Virtual Serial Port” and verify it is set for COM 1. If it is not set to
' for Virtual Serial COM 1, press [ENTER], select COM 1, then [ENTER]
Port: y lity, Version 3.6¢

3 Hewlett-Packar ent Company, L.P

{Enter) to Modify Virtual Serial Port Settis for Help
{t74) Tor Different Configuration Option: ¢ to Close Menu

Procedure 15. Verify / Set Power Management

Prerequisites & Requirements:
v' Server rebooted and in RBSU

281



SDS Initial Installation and Configuration F56657-01

In this procedure you will be configuring Power Management Options. The server HP Power Profile will be
verified or set to Maximum Performance.

Step

Procedure

Result

1.

[]

While in RBSU, verify
or set the HP Power
Profile

Select “Power Management Options”, then press [ENTER].

ROM-Based Setup Utility, Version 3,00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P

(Enter> to ViewModify Power Management Uptions
(174> for Different Selection: <TAB> for More Info. <ESC) to Exit Utility

Figure 29. RBSU - Select Power Management Options
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5 After pressing [ENTER] | HP Power Profile, HP Power Regulator, Redundant Power Supply Mode,
| you will see several Advanced Power Management.
options to choose from
such as: . . —
ROM-I Setup Utility, Version 3,00
Copyright 1982, 2013 Hewlett-Packard Development Company,
(Enter> to Modify HP Power Profile Options: <F1> for Help
<174)> for Different Configuration Option: <ESC) to Close Menu
Figure 30. RBSU - Select HP Power Profile and Maximum
3. e Select HP Power Profile
o Verify it is set to Maximum Performance
4 If not set to Maximum Performance, press [ENTER] and select “Maximum Performance”, then
' press [ENTER]

Procedure 16. Verify / Set Standard Boot Order (IPL)

Prerequisites & Requirements:
Server rebooted and in RBSU
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Step Procedure Result
1 While in RBSU, verify | Select “Power Management Options”, then press [ENTER].
i or set the Standard
|:| Boot Order. Select ROM-Based Setup Utility, Version 3.60
Standard Boot opyright 1982, 2013 Hewlett-Packard Development Company,
Order, then press
[ENTER]
(Enter)> to ViewModify the IPL Device Boot Order
174> for Different Selection TAB> for More Info: <ES( to Exit Utility
Figure 31. Select Standard Boot Order
Verify that IPL:1 is {0M-Based Setup Utility, Version 3.00
2. USB DriveKey (C) If ,(:pm'il;ht 1982, 2013 Hewlett-Packard Development Company,
IPL:1 is not USB ' CD-RO!
DriveKey, then select
USB DriveKey and
press [ENTER], then
select “Set the IPL
Device Boot Order to
1” and press [ENTER]
Figure 32. Select “Set the IP Device Boot Order to 1”
3 Verify that IPL:1 is
' now USB DriveKey
()
Figure 33. IPL:1 is now USB DriveKey (C:)
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Step Procedure Result

While in RBSU, set
the system Date and ;
|:| Time: 13824, i \ jeve lopment Company, L.P
Select “Date and
Time”, then press

[ENTER]
(Enter) to ViewModify Date and Time
Kt74) for Different Selection: <TAB> for More Info: <ESC)> to Exit Utility
Set the current Date ' sed $ lity, Version 3.60
5. and Tlme Use UTC [ 1 t ackard Development Company, L.FP

for the time settings.
Once the correct Date
and Time has been
set, press [ENTER] to
confirm the settings.

dify Date and Time
(ENTER> to Save Changes, <ESC> to Main Mewu

Figure 35. Set Date and Time (UTC)

Procedure 17. Verify / Set Server Availability

Prerequisites & Requirements:
Server rebooted and in RBSU
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Step Procedure Result

While in RBSU, set
the Server
Availability:

I:I!—‘

{OM-Based Uersion J.00

Copyright } Hewlett-FPackard Development Company,

Select “Server
Availability”, then
press [ENTER]

(Enter?> to ViewModify Server Availability Options
(174> for Different Selection: <(TAB> for More Info: <ESC)> to Exit Utility

Figure 36. RBSU - Select Server Availability

> After pressing [ENTER] you will see several options to choose from including

ASR Status, ASR Timeout, Thermal Shutdown, Wake-On LAN, POST F1 Prompt, Power Button,
Automatic Power-On and Power-On Delay.

3 v' Select ASR Status.
v Verify it is set to Enabled.
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Step Procedure Result
If not set to Enabled, ROM-Based Setup Utility, Version 3.00
4. press [ENTER] and Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.
select “Enabled”,
then press [ENTER]
{Enter> to Modify Automatic Server Recovery Status: <F1> for Help
<t/4> for Different Configuration Option; <ESC> to Close Menu
Figure 37. RBSU - Verify ASR Status is set to Enabled
Select Automatic ROM-Based Setup Utility, Version 3.60
5. Power-On Copyright 1982, 2014 Hewlett-Packard Development Company, L.P
W Loma l)x-:'vl ow
(Enter)> to Modify Automatic Power-On Mode: <F1> for Help
<t74> for Different Configuration Uption: <(ESC)> to Close Menu
Figure 38. RBSU - Verify Automatic Power-On is set to Enabled
6 Verify Automatic Power-On is set to Restore Last Power State
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Step Procedure Result
7 If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]
8 Select Power-On
' Delay
(Enter> to Modify Power-On Delay Mode: <FI> for Help
(174> Tor Different Configuration Option: (ESC)> to Close Menu
Figure 39. RBSU - Verify Power-On Delay is set to No Delay
9 Verify Power-On Delay is set to No Delay
10 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]

Procedure 18. Exit the RBSU

Prerequisites & Requirements:

v" Tasks within the RBSU have been completed.
v' To Exit the RBSU, press <ESC> and then press <F10> to Confirm Exit Utility
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Step Procedure Result

While in RBSU, set ROM-Based Setup Utility, Version 3.88
opuright 1982, 2811 Hewlett-Packard Developmnent Company, L.P.

L the Server
[ ] | Availability:
Select “Server

Availability”, then
press [ENTER]

KF18> to Exit Utility
ny Other Key to Return to Main Menu

Figure 40. RBSU - Exit ROM-Based Setup Utility

> Expected Results:
The BIOS for the server is successfully configured, memory and processors are verified.

J.2  GEN9: RMS CONFIGURE ILO

J.2.1 RMS: Configure iLO

Procedure 19. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers
(RMS)

Prerequisites & Requirements:
v' Server powered on
v' Server booting up or rebooted
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Step

Procedure

Result

I:I!—‘

Reboot the server.
You will see an HP
screen as shown
below. When
prompted with the
option to Press F9 for
System Utilities, do
so0. Once F9 is
pressed, you should
see “F9’ selected on
the screen as shown
below:

Hewlett Packard
Enterprise

1184 I
110 4 IhG: FIE

m Seprbam ULELEE Inn .le Intolligent Provistoniog | FT1 oot S fl}f Mobunrk Fuot

Figure 41. Gen9:iLO Configuration - GEN9: Press [F9] to configure
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Step Procedure Result
> After F9 is pressed
' select System
Configuration then
selectiLO 4 b System Configuration
Configuration Utility One-Time Boot Menu
Embedded Applications
System Information
System Health
Exit and resume system boot
Reboot the Systen
Select Language [English]
Figure 42. Gen9: iLO4: Select System Configuration
BIOS/Platform Configuration (RBSLD
il0 4 Configuration Utility
Enbedded RAID : Smwart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enbedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enmbedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enmbedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter
Figure 43. Gen9:iLO: Select iLO4 Configuration Utility
3 After the initial iLO
Configuration Utility iL0 4 Configuration Utility
screen appears, select
User Management
Netuwork Options
Advanced Network Options
b User Management
Setting Options
Set to factory defaults
Reset iL0
About
Figure 44. Gen9:iLO Configuration - User Management
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Step Procedure Result

Select Add User

4. press [ENTER] to add SYS‘I'em Conﬁg U raﬁon

the admusr user.

il0 4 Configuration Utility

User Management

» Add User
Edit/Remove User

Figure 45. Gen9: iLO Configuration - Add User

5. Enter the N.eW User il0 4 Configuration Utility

Name, Login Name

?”d Passvvord User Management + Add User

information for

tekelec: New User il0 4 Privileges:

New User Name: Adninister User Accounts

tekelec Remote Console Access

Login Name: Virtual Power and Reset
tekelec Uirtual Media

Password: Configure Settings
tekelecl

New User Information:

New User Mame
Login Name
Password

Figure 46. Gen9: iLO Configuration - Add New User Name: tekelec
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Step Procedure Result

Press [ESC] to go

6. back to the iLO 4
Configuration Utility iL0 4 Configuration Utility
menu, then select
Network Options.
b Network Optioms
Advanced Metwork Options
User Management
Setting Options
Set to factory defaults
Reset iL0
About
Figure 47. Gen9: iLO Configuration - select Network Options
7 Within the Network

menu verify that ilD 4 Configuration Utility

DHCP Enable is set
to [OFF]. IF not set to

[OFF], press [ENTER] MAC Address [94:57:A5:69:4F :30]
and arrow down to Network Interface Adapter [ON]

select [OFF] then Transceiver Speed Autoselect [OM]
press [ENTER].

Network Options

» DHCP Enable [OFF]
DN Name [TLOUSESS11PHWI

IP Address [192.168.100.2001
Subnet Mask [255.255.255.0]
Gateway IP Address [192.168.100.11

Figure 48. Gen9: iLO Configuration - DHCP Enable to OFF
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Step

Procedure

Result

Use the arrow keys to
move up/down to set
the IP Address,
Subnet Mask and
Gateway IP Address
for the server.

IP Address should be set based on the information in the NAPD.

Subnet Mask: 255.255.255.0
Gateway IP Address: 192.168.100.1

il0 4 Configuration Wtility
Network Optioms

MAC Address [94:57:A5:69:4F :301

Network Interface Adapter [OM]
Transceiver Speed Autoselect [OM]

[DFF]
[ILOUSESS11PHU]

DHCP Enable
DNS Name

[192.168.100.2001
[255.255.255.01
[192.168.100.1]

» IP Address
Subnet Mask
Gateway IP Address

Figure 49. Gen9: iLO Configuration - Network Configuration IP, Subnet,
Gateway

294




SDS Initial Installation and Configuration F56657-01

Step Procedure Result

9 Press [F10] to save all | | ) ) .
. changes, ENTER “Y” iL0 4 Configuration Utility
to confirm then exit

Network Options
out and reboot the P

server » HAC Address [94:57:A5:69:3F :DE]
Netuwork Interface Adapter [ON]
Transceiver Speed Autoselect [ON]

DHCP Enable [OFF]
DNS Name [TLOUSESS511PHX]

IP Address
Subnet Mask Changes are pending. Do you want to save changes and
Gateway TP Address exit?
Press 'Y" to save and exit, ‘N’ to discard and exit,
'ESC’ to cancel.

Figure 50. Gen9: iLO Configuration - F10 Save Changes

ILD 4 Configuration Utility
lser Managesent < Add lser
New User LD 4 Privileges:

Adninister User Accounts
Remote Console fecess
Uirtual Power and Reset
Utrtual Media

Configure Settings

VRIS LT FRITTH | L conf igurat ton Bas changed aml (L0 needs to be
rosot . The condiguration etility will st be

New lser Mane avallable antil pext sysies reboot .

Login Name Fater to Contime / Esc to Cancel.

» Password

Figure 51. Gen9:iLO Configuration - Change Reboot Message

10 Repeat this procedure for other ship loose servers for the work order.

J.2.2 GEN9: RMS BIOS Configuration, verify processor & memory

In this section you will be configuring the BIOS on the Rack Mount Server and verifying the processor and
memory configuration.

Verify / Configure BIOS settings and verify configured memory

Procedure 20. Gen9: Enter the ROM-Based Setup Utility (RBSU)
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Prerequisites & Requirements:

v' Server powered on
v' KVM connectivity to the server to get console

Step Procedure Result

1 Reboot the server.
) You will see an HP
|:| screen as shown Hewlett Packard

below. When Enterprise
prompted with the
option to Press F9 for
System Utilities, do
so. Once F9 is
pressed, you should
see “F9’ selected on
the screen as shown
below:

i) A TP I
(L4 IPG: PR S

m System Btilities [F10] Tetelligent Frovisionirg [ FT1| oot fem  |F12] Metuork Boot

Figure 52. Gen9 RBSU - Enter RBSU - “F9 Pressed” indicated in HP
Splash screen

Procedure 21. Gen9: Verify / Configure Serial Port Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU mode

In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports
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Step Procedure Result

Press Enter to go into

L the System
I:' Configuration menu

then select

BIOS/Platform b System Configuration
Configuration One-Time Boot Menu
(RBSU). Embedded Applications

System Information

System Health

Exit and resume system boot
Reboot the Suysten

Jelect Language [English]

Figure 53. Gen9: Select System Configuration

» BIOS/Platform Configuration (RBSL)

il0 4 Configuration Wtility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 16b 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC

Figure 54. Gen9: Select BIOS/Platform Configuration (RBSU)
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Step

Procedure

Result

Select System
Options then select
Serial Port Options

BIOS/Platform Configuration (RBSLD

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security
PCI Device Enable/Disable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
Susten Default Optioms

Figure 55. Gen9: ROM-Based Setup Utility - System Options

BIOS/Platform Configuration (RBSLD
System Options

» Serial Port Options
USB Optioms

Processor Options
SATA Controller Options
Virtualization Options
Boot Time Optimizations
Memory Operations

Figure 56. Gen9: ROM-Based Setup Utility - Serial Port Options
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Step Procedure Result
Verify the settings
3. for Embedded Serial BIOS/Platform Configuration (RBSU)
Port: System Options + Serial Port Options
Select “Embedded » Embedded Serial Port [COM 2: IRQ3: I/0: 2F8h-2FFhl
Serial Port” and verify Uirtual Serial Port [COM 1: IR(4: I/0: 3F8h-3FFhl

it is set for “COM 2”. If
it is not set to COM 2,

press [ENTER], select
COM 2, then [ENTER]

COM 1: IRQ4: I/0: 3F8h-3FFh

0M 2: IRO3; I/0: 2F8h-2FFh
Disabled

Figure 57. Gen9: Verify Embedded Serial Port setting

St iesialll BIOS /Platform Configuration (RBSU)

Port:
Select “Virtual Serial PN k g
» P BIOS/Platforn Configuration (RESLD
Port” and verify it is
set for COM 1. Ifitis System Options + Serial Port Uptions
not set to COM 1, Embedded Serial Port [COM 2: IRQ3: 1/0: 2F8h-2FFhl
»d Serial Por C . ; ) -2F
press [ENTER], select | |Rumeieive (COM 1: IRQA: 1/0: 3F8h-3FFhI
COM 1, then ) ’ ’

[ENTER]

CON 1 IRQA: 1/0: 3FBh-3FFh
COW 2: IRG3: 1/0: 2FBh-2FFh
Disabled

Figure 58. Gen9: Verify Virtual Serial Port setting

Procedure 22. Gen9: Verify / Set Power Management

Prerequisites & Requirements:
v Server rebooted and in RBSU

In this procedure you will be configuring Power Management Options. The server HP Power Profile will be
verified/set to Maximum Performance.
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Step

Procedure

Result

I:I!—‘

While in RBSU,
verify/set the HP
Power Profile:

Select “Power
Management”, then
press [ENTER]

BIDS/Platform Configuration (RBSLD

Systen Options

Boot Options

Network Options

Storage Options

Embedded UEFT Shell

Power Management
Performance Options
Server Security

PCTI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Tine
System Default Options

Figure 59. Gen9: RBSU - Select Power Management

After pressing

2. [ENTER] you will see BIOS/Platform Configuration (RBSLD
several options to R
Power Management
choose from such as:
» Power Profile [Maximum Performancel
Power Profile, Power . N (Siatic Hich Dok Hodel
Re ulator' Minimum OWEr hegulator atlc fig. Eriormnance riode.
p 9 1dl Minimum Processor Idle Power Core C-State [No C-statesl
rocessor ldie Minimum Processor Idle Power Package C-State [No Package Statel
Power Core C-State,
Minimum Processor Advanced Power Options
Idle Power Package
C-State and Figure 60. Gen9: RBSU - Select HP Power Profile and Maximum Performance
Advanced Power
Options.
3. e Select Power Profile.
o Verify it is set to Maximum Performance
4 If not set to Maximum Performance, press [ENTER] and select “Maximum Performance”, then

press [ENTER]
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Procedure 23. Gen9: Verify / Set Standard Boot Order (IPL)

Prerequisites & Requirements:
v Server rebooted and in RBSU

Step Procedure Result

While in RBSU, verify

L or set the Legacy
[:] BIOS Boot Order, BIOS/Platform Configuration (RBSU)
Select Boot Options,
and then press
[ENTERY], then select
Legacy BIOS Boot
Order then press System Optioms

[ENTER]. » Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Power Management
Performance Options
Server Security

PCI Device Enable/Disahle
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 61. Gen9: Select Boot Options
HI0S/Platfors Configuration (RESL)
Boot Dptions
Boot Mode [Legacy BIOS Model

UEFI Optinized Boot [Disahled]
Boot Order Policy [Retry Boot Order Indefinitelyl

» Legacy BIOS Boot Order

Figure 62. Gen9: Select Legacy BIOS Boot Order
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Step Procedure

Result

Verify under Standard
Boot Order (IPL) that
USB DriveKey is in
the first position and
Embedded LOM is in
the fourth position.
Press “+” or “-” to
maneuver to the
correct position.

Legacy BIOS Boot Order:

USB DriveKey

CD ROM/DVD

Hard Drive C

Embedded LOM 1 Port 1
Embedded FlexibleLOM 1 Port 1

B/ Matfors Configuration (RESID

Boot Options + Legacy DI oot Order

Press the "+ key to move am entry higher in the boot list and the "-" key to mowe an entry lowes
in the oot list. Use the arrow ¥eys to navigate thromgh the Boot Urder list.

Standard Boot Order (IPL)

LS8 Brleekey

CD ROM/DUD

Hard Drive C:  (see Boot Controller (rder)

Esbedded FlexibleLON 1 Port 1 : HP Ethernet 16b 4-port 331FLR fdapter - NIC
Enbodded LOM 1 Port 1 : HP Ethernet 16b 4-port 331§ Adapter - NIC

Boot Controller Order
Eabedded RRID : Smart firray P440ar Controller

Figure 63. Select “Set the IP Device Boot Order USB DriveKey”

BIOS/Platlorm Configuration (RESW)
Boot Options + Legacy DINS Boot Order

Press the “+" key to move an entry higher in the boot list and the '~ key to move an estry lower
in the boot Tist. Use the arrow Keys to navigate through the Boot Order list.

Standard Boot Order (1PL)

USE Drivekey

D ROMW/pUD

Hard Brive C: (see Hoot Controller Ovder)

Enbedded LM 1 Port 1 : HP Etherset 1Gb 4-port 1311 Adapter - NIC

Enbedded FlexiblelON 1 Port 1 : HP Ethernet 16b 4-port J3IFLR Adapter - NIC

Boot Controller Order
Enbedded RAID : Smart Array P440ar Cowtroller

Figure 64. Select “Set the IP Device Boot Order Embedded LOM 1 Port 1”

Procedure 24. Gen9: Verify / Set system Date and Time

Prerequisites & Requirements:

v" Server rebooted and in RBSU
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Step Procedure Result

1 While in RBSU, set

. the system Date and

[:] Time: BIOS/Platform Configuration (RBSU)
Select “Date and
Time”, then press
[ENTER]

System Options
Boot Options
Netuwork Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device EnablefDisable
Server Availability

BIDS Serial Console and EMS
Server Asset Information
Advanced Options

b Date and Time
System Default Options

Figure 65. Gen9: Select Date and Time

Set the current Date BIDS/Platfors Configuration (RESU)
and Time. Use UTC
for the time settings.
Once the correct Date » Date (nn-dd-yyyy) [01/29/2016]

H Tine (hh:mn:ss) [14:37:270
and Time has been Tine Zowe UTC-00:008, Greenwich Mean Time, Dublin,

set, press [ENTER] to London)
confirm the Settingsl Daylight Savings Time [(Disabled]

Date and Tine

Tine Format [Coordinated Universal Time (UTC)I

Figure 66. Gen9: Set Date and Time (UTC)

Procedure 25. Gen9: Verify / Set Server Availability

Prerequisites & Requirements:
v' Server rebooted and in RBSU

In this procedure you will be configuring Server Availability which determines how the server will behave
following a power loss and recovery. The server will be set to Restore Last Power State following a power
outage and recovery. In addition it will be set to power on with No Delay.
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Step

Procedure

Result

I:I!—‘

While in RBSU, set
the Server
Availability:
Select “Server
Availability”, then
press [ENTER]

BIOS/Platform Configuration (RBSID

System Options
Boot Options
Metwork Options
Storage Options
Embedded UEFI Shell
Pouwer Management

Performance Options

Server Jecurity

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 67. Gen 9: RBSU - Select Server Availability

After pressing [ENTER] you will see several options to choose from including:

2.
ASR Status, ASR Timeout, Wake-On LAN, POST F1 Prompt, Power Button Mode, Automatic
Power-On and Power-On Delay.

3. e Select ASR Status.

e Verify itis set to Enabled
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Step Procedure
4 If not set to Enabled, BIOS/Platform Configuration (RBSW)
press [ENTER] and 3 daticiied
select “Enabled”, -
then press [ENTER] » ASR Status [Enabled]l
ASR Timeout [10 Mimutes]
Wake-On LAN [Enabled]
POST F1 Prompt [Delayed 20 secondsl
Power Button Mode [Enabled]
Automatic Power-(n [Restore Last Power Statel
Pouer-0n Delay [No Delayl
Figure 68. Gen9: RBSU - Verify ASR Status is set to Enabled
5 Select Automatic BIOS/Platform Configuration (RBSU)
' Power-On
Server fwailability
ASR Status [Enabled]
ASR Timeout [10 Minutes]
Wake-On LAN [Enabled]
POST F1 Prompt [Delayed 20 secondsl
Pouwer Button Mode [Enabled]
Automatic Power-On [Restore Last Power Statel
Pouer-On Delay [No Delayl
Figure 69. Gen9: RBSU - Verify Automatic Power-On is set to Restore Last Power
State
6 Verify Automatic Power-On is set to Restore Last Power State
7 If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]
Select Power-On ) )
8. BIOS/Platform Configuration (RBSW)

Delay

Server fuvailability

ASR Status
ASR Timeout

Wake-On LAN

POST F1 Prompt

Pouwer Button Mode

Automatic Power-On
» Pouwer-n Delay

[Enabled]

[10 Minutes]

[Enabled]

[Delayed 20 secondsl
[Enabled]

[Restore Last Power Statel
[No Delayl

Figure 70. Gen9: RBSU - Verify Power-On Delay is set to No Delay

Verify Power-On Delay is set to No Delay
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Step Procedure Result
10 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]
11 Select POST F1 BIOS/Platform Configuration (RBSU)
' Prompt
Server fwailability
ASR Status [Enabledl
ASR Timeout [10 Minutes]
Wake-On LAN [Enabled]
POST F1 Prompt [Delayed 20 seconds]
Power Button Moae [Enabled]
Automatic Power-On [Restore Last Power Statel
Power-On Delay [No Delayl
Figure 71. Gen9: RBSU - Verify Post F1 Prompt is set to Delayed 20
seconds
12 Verify Delayed 20 seconds is set
13 If not set to Delayed 20 seconds, press [ENTER] and select “Delayed 20 seconds”, then press
' [ENTER]

Procedure 26. Gen9: Verify / Advanced Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU

In this procedure you will be configuring Advanced Options. The Fan and Thermal Options will be
verified/set to Optimal Cooling.
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Step Procedure Result

1 While in RBSU, set
i the Advanced BIOS/Platform Configuration (RBSID

I:' Options

Select “Advanced

Options”, then press

[ENTER]

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Tine
System Default Options

Figure 72. Gen 9: RBSU - Verify Advanced Options

> After pressing [ENTER] you will see several options to choose from including:

ROM Selection, Embedded Video Connection, Fan and Thermal Options, Advanced System

ROM options.
3 Select Fan and Thermal Options
4. Verify Thermal BIOS/Platform Configuration (RBSIU)
Configuration is set
for Optlmal Cooling Advanced (ptions + Fan and Thermal Options
» Thersal Configuration [Optimal Coolingl
Thersal Shutdown [Enabled]
Fan Installation Requirements [Enable Messaging)
Fan Failure Policy [Shutdowun/Halt on Critical Fan Failluresl
Extended Ambient Temperature Support [(Disabled]
Figure 73. Gen 9: RBSU - Verify Fan and Thermal Options
5 If not set to Optimal Cooling, press [ENTER] and select “Optimal Cooling”, then press [ENTER]

307




SDS Initial Installation and Configuration F56657-01

Procedure 27. Gen9: Save and exit the RBSU

Prerequisites & Requirements:
Tasks within the RBSU have been completed.

Step Procedure Result

Press F10 to save
changes then Enter
“Y” to confirm
changes. the RBSU,
press <ESC> and
then press <F10>to
Confirm Exit Utility

BIOS/Platform Configuration (RBSU)

I:I!—‘

Bt and Tosw
Systes Delanlt Sptioss

wiry  (ESC| mek [ F1) metp [ F7) merantts [FIO] 2

Pelaslt Dyptsme

Select Dnlry ‘[_SC Bucd 'l Mely F7\ Defanlls ‘fg Sane

Figure 75. Gen9: RBSU - Changes Saved
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Step

Procedure

Result

To Exit the RBSU
and System
Utilities, press
<ESC> and then
press [ENTER] to
confirm exit.

System Utilities

Symtem Conf igeration
ine Boot Ness

Pyplicat iom
Sy Wormat ion
Symtim Hualth

Exit and resume syste ||
Prtoat U Syulon

Select Lawguage

[#4] chamw Setection  Eoter serect Batry  (BSC) £t [ F1] mety [(F7) moranits

Figure 76. Gen9: Exit System Utilities

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix K. ACCESSING MY ORACLE SUPPORT (MOQOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs. A
representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your
local country from the list at http://www.oracle.com/us/support/contact/index.html.

When calling, make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request.
2. Select 3 for Hardware, Networking and Solaris Operating System Support.
3. Select one of the following options:
a. For Technical issues such as creating a new Service Request (SR), Select 1
b. For Non-technical issues such as registration or assistance with MOS, Select 2
You will be connected to a live agent who can assist you with MOS registration and opening a support ticket.

MOS is available 24 hours a day, 7 days a week, and 365 days a year
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Appendix L.

INSTALL OS IPM ON SERVERS

This section installs the OS IPM.

STEP #

Procedure

Description

number.

This section installs the OS IPM.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step

If this procedure fails, contact ORACLE’S Accessing My Oracle Support (MOS), and ask for ASSISTANCE.

1.

[]

Enter TPD
command

Figure 77 shows a sample output screen indicating the initial boot from the install
media was successful. The information in this screen output is representative of
TPD 7.0.0.0.0.

Figure 77. Boot from Media Screen, TPD 7.0.0.0.0
Note: Based on the deployment type, either TPD or TVOE can be installed.

The command to start the installation is dependent upon several factors, including
the type of system, knowledge of whether an application has previously been
installed or a prior IPM install failed, and what application will be installed.

Note: Text case is important and the command must be typed exactly.

IPM the server by entering the TPD command at the boot prompt. An example
command to enter is:

TPDnoraid console=tty0 diskconfig=HWRAID,force
After entering the command to start the installation, the Linux kernel loads as
shown in Figure 78.
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| o rescue

Figure 78. Kernel Loading Output

After a few seconds, additional messages begin scrolling by on the screen as the
Linux kernel boots, and then the drive formatting and file system creation steps
begin:

] Formatting |

Formatting ~ file system...

Figure 79. File System Creation Screen

Once the drive formatting and file system creation steps are complete, a screen
similar to Figure 80 displays indicating the package installation step is about to
begin.

I—' Install Starting p————

Starting install process, this may
take seweral minutes. ..

Figure 80. Package Installation Screen

Once Figure 80 displays, it may take several minutes before anything changes.

After a few minutes, a screen similar to Figure 81 displays showing the status of
the package installation step. For each package, there is a status bar at the top
indicating how much of the package has been installed, with a cumulative status
bar at the bottom indicating how many packages remain. In the middle, you the
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STEP #

Procedure

Description

text statistics indicate the total number of packages, the number of packages
installed, the number remaining, and current and projected time estimates.

Figure 81. Installation Statistics Screen
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STEP #| Procedure Description
2 Reboot the Once all the packages have been successfully installed, a screen similar to Figure
system 82 displays, letting you know the installation process is complete. Remove the

installation media (DVD or USB key) and press Enter to reboot the system.
Note: Itis possible the system will reboot several times during the IPM process.
No user input is required if this occurs.

{ Complinte }
Congratuletions, your Uracle Linux Server Installation s complete.
Ploase reboot to use the installed aystem. Mote that updatos may

be avallable to ensure the prorr functioning of your system and
installation of these updates Is recommended after the reboot.

Figure 82. Installation Complete Screen

After a few minutes, the server boot sequence starts and eventually displays that
it is booting the new IPM load.

ittenpting Boot From CD-ROM

ittenpting Boot From Hard Dri

Press any key to enter the

-431.28
to continne
to continue
to continue
to continue,
to continue
to ("I'l'”‘i‘
to continue

Figure 83. Boot Loader Output

A successful IPM platform installation process results in a user login prompt.
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Appendix M. Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access Support
(CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support hotline for your
local country from the list at http://www.oracle.com/us/support/contact/index.html. The emergency response
provides immediate coverage, automatic escalation, and other features to ensure that critical situation is
resolved as rapidly as possible. A critical situation is defined as a problem with the installed equipment that
severely affects service, traffic, or maintenance capabilities, and requires immediate corrective action.

Critical Situations affect service and/or system operation resulting in one or several of these situations:

e A total system failure that results in loss of all transaction processing capability.
¢ Significant reduction in system capacity or traffic handling capability

o Loss of the system’s ability to perform automatic system reconfiguration

¢ Inability to restart a processor or the system.

e Corruption of system databases that requires service affecting corrective actions
e Loss of access for maintenance or recovery operations.

e Loss of system ability to provide any required critical or major trouble notification

Other problems severely affecting service, capacity/ traffic, billing, and maintenance capabilities may also be
defined as critical by prior discussion and agreement with Oracle.
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Appendix N. Locate Product Documentation on the Oracle Help Center

Oracle Communications customer documentation is available on the web at the Oracle Help Center (OHC)
site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these files
requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.

2. Click Industries.

3. Under the Oracle Communications subheading, click the Oracle Communications documentation link.
The Communications Documentation page appears. Most products covered by these documentation sets
will appear under the headings “Network Session Delivery and Control Infrastructure” or “Platforms.”

4. Click on your Product and then the Release Number. A list of the entire documentation set for the selected
product and release appears.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar command
based on your browser), and save to a local folder.
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